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Preface 

Much of Europe has been complaining recently of unseasonal weather -
disastrous floods in Eastern Europe, temperatures reaching over 40"C in 
Central Europe, no decent rain for months in parts of the Balkans, coupled 
with unusually long and severe frosts in winter. Indeed, wheat yields in 
Serbia for 2003 are expected to be reduced by over 30% because of the 
combination of a long frost during winter with insufficient protective snow 
cover, very low rainfall in the spring months and sudden high temperatures 
reaching over 30·C at the time of flowering. So, with this background, it is 
very timely that this volume on Abiotic Stresses in Plants has been put 
together. 

Each of the eight chapters focuses on a different aspect of abiotic stress, 
presenting reviews of recent advances in the subject. Rather than summarise 
the contents of each chapter, I'll focus on some of the advances in 
technologies presented here for elucidating the molecular, genetic and 
biochemical mechanisms that regulate plant responses to stresses and which 
also provide opportunities for improving plant performance under abiotic 
stresses. The last 20 years has seen a revolution in the availability of 
technologies for this, starting with the development of transformation 
technologies to study the role of an individual gene, then came molecular 
marker technologies to study the genetic control of stress responses, and in 
recent years the '-omics' (genomics, proteomics and metabolomics) have been 
developed to create an integrated picture of how the plant responds to a 
particular stress. 

So, whereas it was a major achievement 15 to 20 years ago to identify and 
describe the expression of a single stress-induced gene, and even more of a 
challenge to sequence it, today the challenge is to decide which of the dozens 
of up-regulated and sequenced genes you find on your micro-array chip are 
the ones that should be studied in detail. Part of the answer to this question 
comes from the relatively new science ofbioinformatics which provides tools 
to interrogate databases of sequence information to help assign a function to 
each stress-responsive gene. Another part of the answer comes from 
comparative genetics using information from model plant species whose 
DNA has now been completely sequenced (Arabidopsis thaliana for the 
dicots and Oryza sativa for the monocots). 

These are tremendously valuable resources at the DNA level, allowing us to 
assign functions to genes relatively quickly. However, the challenge 
nowadays is more in identifying how we use this wealth of information at the 
level of DNA transcription and translation to improve plant responses under 
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stress conditions in the field. There was early excitement when an improved 
response to an abiotic stress was achieved by transforming tobacco with a 
stress-induced gene constitutively expressed in all tissues with the 35S 
promoter and torturing the transformants under artificial cabinet stress 
treatments. This has been replaced by a realisation that a plant's response to 
abiotic stresses is an extremely complex process and that over-expression of 
a single gene will rarely manifest itself as an improved phenotype in a crop 
plant growing in the field. 

Another problem has arisen with attempts to extrapolate information 
collected from model crop species, particularly Arabidopsis, to crop species. 
As described by Maggio et al. in Chapter 3, Arabidopsis genes don't always 
have an obvious counterpart in crop plants. Add to this the diversity amongst 
species in molecular, biochemical, physiological, developmental and 
morphological mechanisms available for coping with a particular stress, and 
it becomes apparent that identifying the genes involved in a stress response is 
a long way from understanding how we can actually make plants cope with 
the stress better. 

Nevertheless, help is at hand for this task in the form of QTL (quantitative 
trait locus) analysis. Over the last ten years or so, this marker-based 
technology has provided many new and powerful tools to associate the 
genotype with the phenotype. Thus, as demonstrated by Tuberosa et al. in 
Chapter 4, QTL analysis can provide a handle on the genes that are important 
in determining plant responses to a particular stress. The chromosomal 
location of more and more genes of known function is becoming available. 
Therefore, it is increasingly possible to link the phenotype for a particular 
trait with a specific gene by comparing sequence variation for candidate 
genes mapping to the same chromosomal location as a QTL for variation in 
the trait. 

So, whereas the study of plant responses to abiotic stresses 20 years ago was 
largely the preserve of physiologists and biochemists, and then molecular 
biologists, today there is just as important a role for the geneticist, 
bioinformaticist and breeder in helping to elucidate the mechanisms of plant 
responses to abiotic stresses and manipulating these responses in crop plants 
more effectively. 

Abiotic stresses are serious limitations to the continued expansion in food 
production needed to keep pace with the extra mouths to feed around the 
world. New technologies are providing improved understanding of the ways 
in which crop plants respond to these stresses. Application of the knowledge 
through breeding to create new varieties more productive under abiotic 
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stresses will help to keep pace with the growing demand for food. This book 
provides a valuable insight into how the area of plant adaptation to abiotic 
stresses has progressed through the application of the new technologies. 

Steve A. Quarrie 
University of Belgrade 
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CHAPTER 1 

PLANT TOLERANCE TO HEAT STRESS: CURRENT 
STRATEGIES AND NEW EMERGENT INSIGHTS 

A. LEONEa, C. PERROTTAb AND B. MARESCAa 

a Department of Pharmaceutical Sciences, University of Salerno, Fisciano (SA), 
Italy 

b Department of Biological and Environmental Sciences and Technologies, 
University of Leece, Leece (Italy) 

Abstract. Temperatures above the optimal temperature range for plant growth and reproduction cause 
deleterious cellular damage, which in turn affects plant productivity. To relieve these effects, plants adapt 
to high temperature by activating a series of physiological and biochemical changes necessary to re
establish a new cellular homeostasis compatible with the increase in temperature. The genetic control of 
the heat shock (HS) response is quite complex and requires the activation of a network of genes, involved 
in the perception and transduction of the HS signal, which, in tum, trigger the up-regulation of other 
target genes. The induced genes code for proteins and enzymes (HS proteins, active oxygen detoxifying 
enzymes), playing a direct role in the protection of cellular and subcellular organelles or genes encoding 
enzymes involved in the biosynthesis of protective compatible compounds (sugars, polyols, betaines). 
Membrane lipid instauration, controlled by desaturase genes, is also a critical component of 
thermotolerance. This chapter covers the principal aspects of the plant HS response and the role of 
different class of genes in the acquisition of thermotolerance. The molecular breeding strategies currently 
available to alter genetically the level of the protective proteins, enzymes and molecules, that may 
ameliorate plant tolerance and productivity under high temperature stress, will be also discussed. 

1. INTRODUCTION 

High temperature is an important process affecting plant growth and development 
even for relatively short lengths of time, such as temperature changes during the 
day. About 23% of the earth' land has an annual mean air temperature above 40°C, 
which means that, under strong irradiance, leaf temperatures may reach values 
around over 50°C. This situation is worsened by the reported increase in 
temperature, caused by the excess of carbon dioxide and other gas emission [1]. 

L. Sanita di Toppi and B. Pawlik-Skowr011ska (eds.), Abiotic Stresses in Plants, 1-22. 
© 2003 Kluwer Academic Publishers. 



2 A. LEONE ET AL. 

Although the impact of this last phenomenon on the world food production has not 
been accurately estimated, improvement of heat tolerance remains one of the 
primary goals of the current breeding programs of many economically important 
crops. 

Plants have an optimal temperature range for growth and reproduction. Since 
plants, unlike homeothermic animals, are incapable of maintaining a temperature 
optimal for their growth, a slight increase in temperature, even transiently, may 
affect physiological and biochemical processes crucial for plant growth. In general, 
plants are able to withstand temperatures 5-10°C above the optimal temperature 
without being stressed. At temperature 12-15°C higher than this optimal range, 
plants suffer from heat stress. A sudden increase in temperatures of 15°C or more 
above the optimal temperature range may affect seriously the plant growth and 
development, depending upon duration of the heat stress. Lethality results from a 
combination of cellular changes that the heat induces and the inability to restore 
normal cellular function afterwards. HS events provoke irreversible damage during 
both vegetative and reproductive stages in many crop plants, causing low 
photosynthetic activity, poor floral development, pollen sterility, which affect seed 
and fruit set and quality [2]. High temperature impairs many physiological activities 
associated with seedling growth and vigour, root growth, nutrient uptake, water 
relations of cells, solute transport, photosynthesis, respiration, general metabolisms, 
fertilization and maturation of fruits. Prominent HS-induced ultrastructural changes 
in plants have been reported for the nucleus, endoplasmic reticulum, mitochondria 
and plastids. The rate of photosynthesis in most species declines at about 35°C 
which is ascribed to protein denaturation, loss of membrane integrity, 
photoinhibition and ion imbalance. High temperature affects chloroplast biogenesis 
and senescence, causes disintegration of chloroplast grana, brings about disruption 
of the structure of membrane proteins, influences protein-lipid interactions, affects 
electron transport activity and substantially decreases the activity of Rubisco 
enzyme [3,4]. 

To alleviate these effects, plants adapt to high temperature by activating a series 
of physiological and biochemical changes necessary to re-establish a new cellular 
homeostasis compatible with the increase in temperature. The adaptive response of 
plants to high temperature stress is a typical polygenic trait, controlled by a network 
of genes, from what it is possible to envisage the difficulty in improving plant heat 
tolerance, by both conventional and innovative breeding approaches. The main 
question to be addressed is to establish which gene(s) would be fundamental for 
genetic improvement of crops against high temperature stress. 

Without entering into the details of the complex metabolic changes that plants 
adopt to cope with high temperature stress, ultimately associated to thermotolerance 
(covered exhaustively by excellent reviews, as reported in the web site 
www.plantstress.com). we will focus on plant genes and gene products, proved thus 
far to play a role in plant thermotolerance. The genetic control of adaptive 
mechanisms to temperature stress, such as smaller leaf size, enabling more 
conventional cooling, or reduced inclination and increased reflectance, which reduce 
energy load, or other morphological traits that might improve thermotolerance 
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through indirect effects (presence of wax, trichomes etc), will not be covered in this 
chapter. 

2. SPECIFICITY AND CROSS-TALK OF PLANT STRESS RESPONSE 

As a consequence of their sessile and poikilothermic nature, plants are exposed to a 
daily multi-stress challenge, which explain why a multiplicity of partially 
overlapping stress response system has evolved in plants. The integrated and highly 
flexible stress network is characterized by a number of multivalent or even general 
stress metabolites and proteins. The genes for these proteins and compounds are 
indeed triggered by high temperature, but also by several other environmental 
stressors. This explains also why exposure of plants to a previous sub-lethal stress is 
able to cross-protect plants towards several other environmental stresses. 

It is well known that plants, as other organisms, are able to sense variation in 
the external surrounding environment and change gene expression accordingly to 
cope with the stress conditions. Based on current information, models of signalling 
external stimuli should incorporate a membrane receptor/sensor and a series of other 
proteins and molecules with the role of amplifying intra-cellularly the signal and to 
activate genes, which may contribute to the adaptation of the plant to stress. 
Although there are few recent papers describing attempts to identify plant receptors 
able to monitor in a specific fashion changes in the environment, it is, however, 
evident that different stresses share entirely or partially signal transduction 
pathways, such as the well known MAP-kinase cascade, highly conserved in all 
organisms [5,6]. 

The HS transduction cascade hits down-stream genes, that fall in the following 
categories: i) genes encoding HS proteins (HSPs); ii) genes improving membrane 
stability under stress conditions through changes in lipid composition; iii) genes 
encoding enzymes necessary to preserve cellular and subcellular organelle structure, 
such as those encoding antioxidant enzymes of the ROS pathway, or genes involved 
in the synthesis of protective molecules, such betaines and polyols. 

The role and function of this general stress pathway is unquestionably 
fundamental for the plant cell survival and recovery from heat stress, contributing to 
the overall plant heat tolerance. Nevertheless, in plants there are specific metabolic 
functions, such as the complex photosynthetic machinery, that need to be protected 
by heat stress damages. Photo system II (PSII) is well known to be sensitive to high 
temperature, and it is often cited as the most heat-sensitive component of 
photosynthesis [7,8]. It follows that some stabilizing and/or repair mechanisms have 
to be specific for protecting PSII and preserving its functionality under not optimal 
temperature conditions. 
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3. SENSORS FOR TEMPERATURE STRESS 

As reported below, the molecular effects of temperature shocks on living systems, 
including plants, have been explored, so far, mainly for the roles that HSPs have in 
the cell and for their mode of transcriptional regulation. Among others, HSPs have 
been found to function in vivo as chaperones, while heat-shock effects leading either 
to cell death or to repair/recovery have been essentially overlooked. 

One of the models, proposed to reveal the transcriptional regulation of HS 
genes, suggests that accumulation of denatured proteins, occurring under heat stress, 
induces activation of the stress genes [9,10]. However, this model does not take into 
proper consideration the fact that all plants and warm-acclimated animals, that 
constitute the vast majority of all living species on Earth, do not induce HSPs when 
their physiological temperature increases during seasonal acclimation. In addition, it 
is well known that HSPs are present in abnormal levels in a variety of human 
degenerative diseases, in spite of the unchanged accumulation of denatured proteins 
during HS. Furthermore, during the aging process, when denatured proteins 
accumulate at higher level, there is no evidence of increase in accumulation of 
HSPs, rather a decrease in the HS response. Thus, protein denaturation may 
represent one but not the exclusive mechanism to accumulate HSPs. 

In the last few years, several laboratories, based on the studies of temperature 
acclimation of plants, cold blooded animals as well as mammals and 
microorganisms, have focused their attention on the decisive role of membranes as 
primary targets of HS and have proposed a new model that associates the 
interactions of lipid/protein membrane to the transcriptional regulation of HS genes. 
Such molecular associations have been shown to be involved critically in the 
conversion of physical and chemical factors with sequential processes occurring 
inside the cell, from the membrane to the nucleus, culminating in transcriptional 
activation of stress genes [1 1,12]. 

In addition, certain stress proteins have been shown to interact with specific 
membranes domains remodelling the pre-existing membrane physical order [13]. It 
has been proposed that the specificity of HS or cold shock gene expression is 
obtained by the irregular distribution of membrane lipid/protein domains that can 
recognize precisely biological and environmental signals such as different forms of 
stresses. This model is based on the hypothesis that lipid composition and the pre
existing physical state of membranes are crucial components in the processes of 
perception and transduction of temperature shock into an appropriate biological 
signal that elicit the transcriptional activation of HS genes. The membrane 
composition and physical state existing prior to temperature shock, and that is 
determined by the environmental temperature (e.g. specific phospholipid classes) is 
responsible of the damage induced to the membranes by heat or cold stresses. 
Further, a transient association of specific HSPs with membranes re-establishes the 
lateral packing order (membrane fluidity), bilayer stability and membrane 
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permeability, thus restoring membrane functionality during and after heat stress [14, 
15]. Therefore, some HSPs assist membranes during the recovery process that 
follows a rapid temperature shock re-establishing the physical state of membrane 
present prior to the stress state. This association, in tum, determines inactivation of 
the external signal that perturbed membrane, thus switching HS gene synthesis off in 
a feedback loop. 

MICRODOMAIN A 
MICRODOMAIN S 

1041{ RO DO MAIN C 

Figure 1. A model for changes in membrane lipid composition, physical state, 
lipid/protein ratio, and associated induction ofhsps. Chi, cholesterol; SFA/UFA, saturated 

fatty acids/unsaturated fatty acids. 

A decrease in the extent of instauration of fatty acids in the plasma membrane 
of the cyanobacterium Synechocystis PCC 6803, obtained by catalytic lipid 
hydrogenation under isothermal conditions in vivo [16,17] induces the expression of 
an acyl-lipid desaturase, that is otherwise inducible only by low-temperature shifts 
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[11]. Further, genetic modification of lipid instauration and membrane fluid state in 
the yeast Saccharomyces cerevisiae resets the optimal temperature of HS response 
[12]. Therefore, changes of membrane fluid state plays a primary role in the 
perception of temperature change causing transcriptional induction of desaturases 
and a reset of the optimal temperature of HS gene transcription. Murata and his co
workers showed that cold shock induces an abrupt change in membrane fluidity in 
Synechocystis and, simultaneously, a signal is transduced from the membrane to the 
chromosomes. These authors identified by selective gene knockouts two membrane 
histidine kinases together with a response regulator as key components of the signal 
cascade in cold shock conditions [18]. 

It has been shown that the physical state of the thylakoid membrane of 
Synechocystis [19] and those of Salmonella typhimurium and Mycobacterium 
marinum [20] modify the temperature threshold expression of HS genes. 
Furthermore, the physical order of thylakoids - or of cytoplasmic membrane - is 
reduced in response to either a downshift of the growth temperature or 
administration of benzyl alcohol (BA, a membrane fluidising agent) that was 
paralleled, in both models, by an enhanced thermo sensitivity of the photosynthetic 
and cytoplasmic membranes [19, 21]. Therefore, under physiological temperatures, 
membrane fluidity, regulated by the environmental temperature, determines the 
temperature threshold at which HS and cold inducible genes are transcribed. Genetic 
manipulation of the UF AlSF A ratio, obtained by over-expression of an exogenously 
added 119 -desaturase gene or treatment with BA, had, in S. cerevisiae, a significant 
change of the expression of the Hsp70 and Hsp82 genes [12]. 

In general, the higher is the growth temperature, the lower is the ratio of 
UF AlSF A. This capacity to synthesize different classes of phospholipids allows cell 
membranes to have an almost identical fluidity at any given growth temperature and 
it has been termed homeoviscous adaptation [22]. Such an adjustment of membrane 
fluidity to variable environmental temperatures is a general phenomenon in plants 
and poikilothermic organism. Abrupt changes in temperature cause an almost 
immediate, non-equilibrium state in the lipid order within the membrane. Virtually 
all membranes contain considerable amounts of lipids that do not spontaneously 
form bilayers but, rather, have a strong preference to form non-lamellar structures, 
most commonly the inverted hexagonal phase, Hn [23]. Presence of non-bilayer lipid 
phase has been demonstrated in heat-stressed pea thylakoids membranes [24]. On 
the other hand, formation of transient and local non-lamellar structures 
paradoxically seems to be critically important to several processes, such as 
membrane fusion, cell division, activation of membrane enzymes, and the trans
bilayer movement of lipids and proteins [25]. 

Cells tend to reorganize membranes immediately after an abrupt and temporary 
change of temperature (or exposure to membrane perturbing agents) so that the 
physical properties compensate for the new temperature conditions. During a rapid 
heat stress, there is no sufficient time for either remodelling the lipid head-groups or 
a significant elevation of the level of more saturated lipid species. Only desaturase 
enzymes are present in the cells that act in response to cold, while saturases, which 
might, in theory, be required during heat stress, have not been described. Thus, to 
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stabilize the membrane during heat (or possibly) cold stress, a specific subset of 
HSPs associates transiently with the membranes. This macromolecular association 
represents a powerful escamotage with which cells can cope with rapidly fluctuating 
temperature conditions (or particular forms of stress) to achieve a temporary 
restructuring of the membrane physical state with the consequent preservation of 
membrane architecture and functionality. This form of molecular protection is 
particularly important in plant cells, in which chloroplasts and photosynthetic 
membranes are particularly sensitive to temperature shocks. 

Several authors have suggested that during cold exposure membrane rigidify 
and that such rigidification can be mimicked by addition of DMSO or by membrane 
lipid hydrogenation or can be prevented by treatment with BA [11, 26]. In addition, 
a treatment with membrane fluidifiers blocks all tested responses to cold, implying 
that membrane rigidification is a necessary condition for cold signaling in plants 
[27]. Further, the rigidification of membrane at isothermal conditions induces in 
alfalfa cells [27] and in Brassica napus [28] the expression of cold inducible genes. 

It has also been suggested [29] that the cold-induced membrane rigidification 
may be coupled to the opening of mechanosensitive Ca2+ channels. Using alfalfa 
cells, these authors have shown that rearrangements of cytoskeleton may mediate the 
transduction of the cold signal from the rigidified membrane to the Ca2+ channels 
[27]. These authors have also shown that cold triggered Ca2+ influx is inhibited by 
membrane rigidification. Thus, changes of the cytoskeleton probably transduce 
physical stresses into appropriate biochemical signals [30]. Cytoskeleton 
components are attached to the plasma membrane and ion channels [31] and 
destabilization of micro filaments and microtubules causes Ca2+ influx in plant cells 
[32], whereas a stabilization of microfilaments inhibits gene expression and freezing 
tolerance in alfalfa cells [27]. 

Furthermore, it has been reported that a HS-activated MAPK (HAMP), 
immunologically related to ERK (Extracellular signal-Regulated Kinase) is activated 
by high temperature through membrane fluidisation [33]. 

4. SMALL HEAT SHOCK PROTEINS: SOMETHING PECULIAR TO 
PLANTS 

A sudden elevation in temperature triggers a stress response found in all organisms 
that brings about a global transition in gene expression. Typically, the expression of 
most genes is shut down or greatly attenuated, while a specific group of genes, 
called HS genes, is rapidly induced to high level [34]. Protein encoded by HS genes 
enable cells to survive to harmful effects of heat by preventing irreversible protein 
damage and helping cellular recovery after stress. The HS response is transient in 
nature, usually peaking 1 to 2 hr after onset, providing protection from acute 
episodes of thermal stress. 

HSPs represent a remarkable example of ancient and highly conserved proteins: 
they are present in every species and the level of amino-acid identity between 
prokaryotic and eukaryotic proteins can reach 50% [9]. These proteins belong to 
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highly conserved protein families classified on the basis of their sequence homology 
and typical molecular weight: HSPIIO, HSPI00, HSP90, HSP70, HSP60, HSP40, 
HSPlO and small HSPs (smHSPs) families [35]. In eukaryotes many families 
comprise multiple members differing in function, inducibility and cellular 
localization. The many diverse functions of the major HSPs belonging to these 
classes have been extensively investigated revealing that HSPs not only have been 
highly conserved at the amino-acid sequence level but they also appear to have quite 
similar functions. Some members of the different HSP families are constitutive, 
while others are specifically induced by stress. This highlights the double role of 
these proteins in both normal cellular physiology, and in cell protection against 
stress conditions. In fact, although they were first discovered as proteins induced by 
stress, in the last few decades their important role during normal cell-cycle has been 
assessed. 

Several exhaustive reviews are available about the structure and functions of 
HSPs in both prokaryotes and eukaryotes with particular interest in their chaperone 
function and in their biochemistry [9, 34, 36]. 

In this chapter, we will focus on the general properties and functions of the most 
representative class of inducible plant HSPs. Most major classes ofHSPs are present 
in plants and include HSP60, HSP70 (and a cognate protein HSC70), HSP90 and 
HSPIOO [34]. However, the robust synthesis of the numerous small HSPs (smHPSs) 
in the HS response differentiates plants from other eukaryotes, such as Drosophila 
or humans, in which expression of HSP70 dominates the response. Moreover, the 
smHSPs, besides to be peculiar of plant HS response, appear to playa particularly 
important role in plant response to HS. 

The smHSP family comprises a diverse group of proteins ranging from 12 to 42 
kDa in monomer size [37], found in bacteria, archaea, and eukaryotes. Peculiar to 
these proteins is the presence of a so called "a-crystallin" domain, about 100 
amino acids long, in the carboxy-terminal region, in common with the a-crystallin 
proteins, first identified by Ingolia and Craig [38] and confirmed by several 
subsequent studies [39,40,41]. This domain is preceded by an N-terminal region of 
variable size and sequence and is followed by a non-conserved C-terminal sequence. 

In prokaryotes the smHSPs are cytosolic proteins and some homologues have 
become structural components of the spore coat as in Bacillus subtilis or associate 
with membranes. The search for HSP sequences in 15 bacteria and 4 archaea has led 
to the identification of smHSPs in 7 bacterial genomes studied; no HSP sequences 
were found in Chlamydia pneumoniae, Haemophilus injluenzae, Helicobacter, etc. 
In other bacterial genomes the number varies from one to three (two in E. coli and 
M tuberculosis). Of the four archae a, three have only one smHSP gene while the 
fourth has two. The size of the proteins coded by all these smHSP genes varies from 
13.6 to 20.4 kDa [42]. 

In eukaryotes smHSP genes have been reported in yeasts, fungi, Drosophila, 
vertebrates and plants. Apart from plants, other eukaryotes have a low number of 
smHSPs ranging from only one in mammals (HSP26), to two in Saccharomyces 
cerevisiae (HSP26 and HSP43), to four in Drosophila. No evidence of organelle
localized smHSPs was seen in any of these organisms. 
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In contrast with most other eukaryotes, plants are characterized by an extreme 
diversification of smHSPs; in fact they have at least 20 different smHSPs, and in 
some species as many as 40 smHSPs have been detected [34]. This is probably due 
to the need for plants to have a peculiar kind of adaptation to stress because they are 
sessile organisms. Plant smHSPs are encoded by a large multigene family, 
producing proteins that are targeted to different cellular compartments classified into 
5 classes according to their cellular localization in cytosolic (class I and II), 
chloroplastic, mitochondrial and smHSPs associated with the endoplasmic reticulum 
[34, 43]. A sixth class of smHSP was reported in Glycine max, GmHSP23, 
characterized by the presence of a signal pepetide at the N-end, that is probably 
localized in a membrane compartment. Sequence similarities are higher between 
smHSPs from different species but belonging to the same class, than between 
smHSPs from the same organism but of different classes. In general sequence 
identity between smHSPs is quite low. This is true not only for comparisons 
between smHSPs from different species but also for comparison between different 
smHSP classes. The similarity among class I cytoplasmic smHSPs including pea 
HSPI8.1, soybean HSPI7.3 and HSPI7.5, barley HSP17, sunflower HSPI7.9 and 
other, ranges from 80.1 to 92.9% (identity 68.2-85.l %), interestingly highest 
identity is between pea and soybean since they belong to the same taxonomic family 
[34, 44]. Comparison of genes of the same species, belonging to different classes, 
exhibit lower similarity values. For example pea HSPI8.l and pea HSPI7.7 share 
only 59.7% similarity, with identity lower than 50%; the similarity value decreases 
when nucleic acid sequences are considered. These data are confirmed for the class 
II and chloroplast-localized smHSPs. The only region exhibiting a high level of 
identity is limited to the "HS domain" at the C-terminus that spans about 100 
aminoacids. This region can be divided into two sub-domains separated by a 
hydrophilic region of variable length. Although the two sub-domains share similar 
hydropathy profiles and secondary structure, their importance in determining 
smHSP function has not been established. On the contrary the N-terminal domains 
of smHSPs are quite divergent; for instance in organelle-localized smHSPs typical 
targeting peptides are present at the N-ter, while the other smHSPs exhibit a 
consensus domain typical for each class [45]. The presence of highly conserved N
ter domains, specific for the different classes of smHSPs indicates a very important 
role for these consensus sequences and for their involvement in determining the 
specific function of smHSPs. Several smHSP genes from other eukaryotes contain 
introns including human HSP27 [46] and two smHSP genes from Caenorhabditis 
elegans. Usually plant smHSP genes do not contain introns, with few exceptions, 
such as soybean HSP27 gene [47] or the chloroplast-localised HSP21 from 
Arabidopsis, for which a more efficient splicing of intron during high temperature 
stress is present [48], as it has been reported for other plant HSPs [47, 49]. This 
accounts for the evolution in plants of molecular mechanisms aimed at a more 
efficient response to heat stress. 

Another structural characteristic unique to HS response is the presence of a poly 
(A) tail of variable length in HSP transcripts. As shown for the Ath21 transcript, the 
poly (A) tail is longer during an abrupt stress than during gradual stress. This 
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phenomenon was observed also for other plant HSP genes and is considered to be 
related to thermotolerance [48]. The same increase in poly(A) tail length in response 
to abrupt stress was reported also for Drosophila smHSP transcripts [50]. 

After separation by non-denaturing gel electrophoresis smHSPs are found as 
high molecular weight aggregates ranging in size from 150 to 800 kDa composed of 
oligomers of 9-32 subunits that sometimes appear also as a dynamic quaternary 
structure that varies continuously [37, 51, 52, 53, 54]. In same cases however, they 
form only dimers or tetramers [42]. The aggregates appear to be formed of homo
oligomers in human HSP27, avian HSP25 and murine HSP25. As determined by 
native protein electrophoresis, plants class I cytoplasmic, chloroplast and 
mitochondrial smHSPs are also found in homo-oligomers of 200-300 kDa. The 
presence of homo-oligomers has been studied in detail for class I and class II 
cytoplasmic smHSPs because they both accumulate in the cytoplasm; in vivo and in 
vitro data indicate that they do not form hetero-oligomers [41]. Furthermore 
dissociation of recombinant class I and class II oligomers by urea or guanidine and 
reassembling on dialysis, results in homo-oligomers formation, even when the two 
different proteins are mixed together [55]. 

The crystal structure has been determined only for HSPI6.5 from 
Methanococcus jannaschii [37]. The crystal is composed of 24 subunits arranged in 
octahedral symmetry and the general structure is a hollow sphere that has an outer 
diameter of 120A and an inner diameter of 65A. Subsequent studies by cryo
electron microscopy have indicated that the quaternary structure is variable due to 
dynamic subunit exchange. These data have been reported not only for the M 
jannaschii HSPI6.5 but also for human aB-crystallin, human HSP27, bovine a
crystallin, and unfolded a-lactalbumin. All of these smHSP complexes appear to 
have some degree of structural variability in solution indicating a plasticity in their 
quaternary structure. An explanation for this phenomenon is the chaperone function 
of smHSPs related to their need to recognize and bind proteins that are diverse and 
characterized by conformation flexibility [54]. 

Mammalian smHSPs are phosphorylated through a MAP kinase cascade, 
phosphorylation results in oligomer size reduction accompanied by change in 
functions [56, 57, 58, 59]. The significance of phosphorylation is not clear, some 
reports indicate that it is necessary for smHSPs involvement in thermotolerance, 
others indicate that it is not required [56, 58, 60, 61]. Phosphorylation represents a 
further difference between plant and animal smHSPs, it has been reported in fact 
that smHSP phosphorylation does not occur in tomato cells [62]. 

A characteristic of heat stress response is the formation of very large molecular 
aggregates, although their structure and significance has not yet been completely 
elucidated. In fact, all smHSPs including the organelle-localised forms, under 
certain especially severe stress conditions, form insoluble structures named "HS 
granules" that reach very high molecular weight (greater than 1 MDa). These are 
probably aggregates of smHSPs and their substrates, the latter being denatured 
proteins and/or untranslated mRNAs [36]. Formation of these large structures is 
reversible. 
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Although a small number of smHSPs are specifically expressed during different 
phases of the cell cycle or stages of growth and development, the majority of small 
HSPs are induced by heat stress, demonstrating their crucial role in the HS response. 
This is supported by findings related to their accumulation during the heat stress 
response. In fact smHSPs accumulation during heat stress is proportional to 
temperature, furthermore this response is very rapid and related also to stress 
duration. Many data suggest that the maximum synthesis of smHSPs is induced by 
temperatures just below lethal temperatures. The most abundant smHSPs induced 
are class I that can amount to over 1% of total leaf or root cell protein [63, 64]. 
Other smHSPs, such as the chloroplast-localised ones, account for only 0.02% of 
total leaf protein [65]. In prokaryotes smHSPs expression can reach very high levels, 
22% of total proteins, as reported for HSPI6.4 of Streptococcus thermophilus. This 
protein is plasmid-encoded, like other small prokaryotic HSP, explaining therefore 
its high level of expression [42]. 

The evolutionary mechanisms that gave rise to smHSPs is unknown, but it is 
clear that these proteins are considerably more divergent than other HSP groups 
such as HSP60 and HSP70. 

In prokaryotes, the diversity of smHSPs is greater than in plants or animals [42], 
which arose as monophyletic groups from different ancestral prokaryotic smHSPs. 
From evolutionary studies the different classes of smHSPs appear to have originated 
by gene duplications before the divergence of the major angiosperm groups more 
than 150 million years ago [41]. However the presence of a cytosolic class I gene in 
a gymnosperm indicates that these families are probably older, but no information is 
available on earlier plant groups that might help in defining when duplications 
occurred. The only algal smHSP known has been identified in Chlamydomonas 
(HSP22), but this protein does not group with the angiosperm smHSP classes 
identified by Waters and co-workers [41] Comparison between plant and other 
eukaryotes smHSPs reveals that plant and yeast smHSPs share a greater similarity 
with respect to human ones. 

5. FUNCTIONS OF HSPs AND GENETIC EVIDENCE OF THEIR 
INVOLVEMENT IN PLANT THERMOTOLERANCE. 

While the function of the several other classes of HSPs has been well investigated, 
the function of smHSPs has not been so well studied. Genetic analysis of smHSPs 
function has yielded different results in mammals and yeast. In hamster and mouse 
cells, data were obtained on their involvement in determining thermotolerance. 
Conversely, in yeast, overexpression of HSP26 provides only very slight increase in 
thermotolerance [9]. In mammals, data obtained show that enhanced expression of 
smHSPs is associated with increased thermotolerance related to the stabilization of 
actin and cytoskeleton [61, 66]. In vitro experiments demonstrated that both smHSP 
and a-crystallin selectively recognize and stabilize non-native proteins acting as 
molecular chaperones. This is the second cellular role established for smHSPs in 
both prokaryotes and eukaryotes. Molecular chaperones are proteins capable of 
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assisting in stabilization of native protein conformations, protein folding, formation 
and stabilization of oligomers, protein translocation and protection of proteins from 
denaturation by heat and other stresses. 

The molecular mechanism is not yet well established, but there is strong 
evidence that smHSPs act in conjunction with other chaperones. In particular, 
multichaperone network with HSP60 and HSP70 has been well established not only 
in E. coli but also in other prokaryotes [42). 

Chaperone activity has been established in vitro for mammalian smHSPs, as 
well as for a-crystallin. They assist in preventing thermal aggregation of other 
proteins, recognizing and stabilizing a variety of non-native proteins. Although the 
specific mechanism of action is unknown, the data available from prokaryotes multi
chaperone complexes allow the hypothesis of hydrophobic interactions between 
non-native substrates and smHSPs [67]. In plants, in vitro chaperone activity for 
smHSPs has been reported. Lee and co-workers [53] demonstrated that recombinant 
pea HSPI8.1 can act as an ATP-independent chaperone, like it has been reported for 
mammalian smHSPs [68). The same group reported in subsequent studies that 
HSPI8.1 in vitro can selectively and stably bind to non-native proteins, to form high 
molecular weight complexes. Denatured substrates form large aggregate, coating the 
HSPI8.1 dodecamers. Usually upon lowering the temperature, bound substrates do 
not dissociate, however it has been shown that sometimes, in conjunction with ATP
dependent molecular chaperones, bound substrates can be refolded [67). Chaperone 
activity for organelle-localized smHSPs has not yet been demonstrated. 

The in vitro chaperone activity of both class I and class II smHSPs has also 
been confirmed in vivo by studies performed on transformed Arabidopsis cells [69, 
70). The chaperone function of smHSPs appears to be specifically related to stress 
and developmental stages and is not required for normal cellular functions. 

A chaperone-like function has been well established for most prokaryotic 
smHSPs. The smHSPs associated with membranes such as Mycobacterium 
tuberculosis HSPI6.3 stabilize and rigidify membranes under HS. A link between 
smHSPs and thermotolerance was established for HSP17 of Synechocystis. In 
particular Torok et al [13] demonstrated that the interaction between HSP and 
membranes can protect the latter from thermal damage by increasing their stability. 
The mechanism involved seems to be a modulation of membrane fluidity and 
permeability, thus preserving its structure and function. 

Several genetic approaches have proved the role of HSPs in plant heat 
tolerance, including identification and physiological analysis of plant mutants that 
fail to adapt to high temperature or through the genetic "gain and loss" approach of 
specific HS genes. Massive screening of EMS mutagenized M2 seeds of Arabidospis 
thaliana have defined four separate genetic loci, hotl-4, required for 
thermotolerance [71). These are the first mutants defective in thermotolerance that 
have been isolated in any higher plant. hotl was found to have a mutation in the 
HsplOl gene, which can be complemented by the wild type gene. The 
thermo sensitivity of hotl mutant provide a direct involvement ofHSPI0l protein in 
acquired plant thermotolerance, as found in bacteria and yeast. Another Arabidopsis 
mutant lacking the ability of acquiring thermotolerance was found, with the 
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mutation affecting mainly the level of a 27 kD HSP [72]. A more direct evidence of 
the implication of HSPs in heat tolerance comes from suppression or over
expression of specific HSP genes. Expression of a rice Hsp 16.9 gene in Escherichia 
coli resulted in increased bacterial thermotolerance [73], as reported also for the 
chestnut gene Hsp 17.5 [74]. Analysis of thermotolerance of transgenic cells and 
regenerated plants in which the carrot Hsp17.7 was silenced or over-expressed 
provided evidence that this gene is able to both increase and decrease 
thermotolerance [75]. Additional evidence of the crucial role of HSP101 in plant 
thermotolerance have been reported by analysing transgenic plants expressing less 
than usual amounts of the HSP101 protein, a result of either antisense or 
cosuppression [76]. These under-expressing HSPI01 plants had a severely 
diminished capacity to acquire heat tolerance after mild conditioning pre-treatment. 
Conversely, plants over-expressing HSP101 tolerated sudden shifts to extreme 
temperatures better than wild type plants. The fact that over- and under-expression 
ofHSP101 does not affect normal plant growth and development makes this protein 
an especially attractive target for engineered expression. 

Some of the induced smHPSs are targeted to chloroplasts, suggesting a specific 
function in protecting the photosynthetic machinery. There are several data proving 
the correlation between the production of the chloroplast smHSPs and PSII 
thermotolerance [77, 78, 79]. Functional disruption of the small, methionine-rich 
chloroplast HSP, using anti-hsp antibodies, have clearly demonstrated that this hsp 
protects the thermolabile PSII and accounts completely for heat acclimation of 
electron transport in pre-heat-stressed plants [79]. 

Finally, over-expression of certain transcriptional regulator of HSP expression, 
HSFI and HSF3, causes plants to constitutively express at least some HSPs and 
produces somewhat higher basal thermotolerance, but not increases acquired 
thermotolerance [80, 81]. 

6. CHANGES IN MEMBRANE LIPID COMPOSITION ARE CRITICAL FOR 
PLANTTHERMOTOLERANCE 

Beside their crucial role as temperature sensors, changes in membrane lipid 
composition are crucial for plant thermotolerance [82]. Variation in fatty acid 
saturation is per se one of the best characterized mechanisms of acclimation of 
higher plants to temperature stress [83]. Cis-unsaturated double bonds affect 
profoundly the T m of fatty acids, which in tum results in a considerable modulation 

of the temperature at which the membrane gel to liquid-crystalline phase transition 
occurs. Though the plant lipids are quite complex, as a rough indication, C18:0 has 
phase separation at temperatures around 70°C, while one centrally positioned cis
double bond in C18:1 effectively decreases the phase transition temperature to 
approximately _5°C [24]. It is believed that such changes in the fatty acid 
instauration level are required to preserve the membrane particular physical state so 
that its function and stability is preserved under changing temperature conditions. 
This adaptive phenomenon has been widely described at physiological and 
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biochemical levels in many prokaryotic and eukaryotic organisms [84]. In plants, the 
role of membrane saturated fatty acids in thermotolerance have been clearly 
elucidated by analyzing the response to high temperature of plants with an altered 
membrane composition, achieved by different approaches. It has been demonstrated 
that increasing fatty acid saturation of isolated chloroplast stabilizes the PSI 
complex of pea chloroplasts at high temperature [85]. Chloroplast membrane of 
fadE and fade Arabidopsis mutants, with reduced level of fatty acid poly
instauration, are more thermally stable compared to the wild type chloroplast 
membranes [86, 87]. As expected, the same mutants are more sensitive to low 
temperature, supporting the general model of regulation of membrane lipid 
composition in the response to upward and downward temperature shift. 

At molecular level, a still open question is whether or not the variation in the 
level of fatty acid saturationlinstauration upon temperature shift is controlled 
through regulation of transcription of desaturase genes. There are some evidences 
for transcriptional regulation of desaturase genes in response to cold in low 
organisms [88] and in plants [89, 90, 91], though not found in all plant species [92, 
93]. As far as high temperature, the most striking evidence of the involvement of 
regulatory mechanisms of desaturase genes has come from the recent results on 
down-regulation of fad7 gene, encoding a m-3 fatty acid desaturase enzyme, in 
tobacco plants [94]. Silencing by cosuppression of this chloroplast gene in tobacco 
plants caused a lower level of trienoic acid than in wild type plants, with a 
remarkable increase in thermotolerance. Differences in growth rate were noted at 
36°C, and transgenic plants survived for 2h at 47°C, a treatment lethal for the wild 
type plants. This work proved that thermotolerance is a function of the lipid profile 
of photosynthetic membranes. 

7. ACCUMULATION OF COMPATIBLE COMPOUNDS IS ALSO 
IMPORTANT FOR PLANT HEAT THERMOTOLERANCE 

One of the complex changes in the plant caused by heat stress, as well as by other 
stressors, is the accumulation of low-molecular compounds (glycine betaine, sugars, 
polyols, amino acids), which is important for maintaining vital cellular function. 
Though most of the beneficial effects of betaine accumulation have been reported 
for cold and drought stressed plants [95, 96], evidence has been obtained in vitro 
that glycine betaine enhance also tolerance to high temperature. For example, Paleg 
et al [97] found that betaine protects some enzymes against heat-induced 
inactivation. Betaine is particularly effective in protecting highly complex proteins, 
such as the oxygen-evolving PSII complex proteins, in the photosynthetic 
machinery, against heat-induced inactivation [98, 99]. Therefore, it has been 
postulated that the accumulation of betaine in vivo is related to the ability of plants 
to tolerate high temperatures. A major role of betaines might be to protect 
membranes and macromolecules from the damaging effects of the stress. 
Concentration of betaine at certain cellular level might provide substantial protection 
even at very level of accumulation, as found in leaves of halophyte plants [100] 
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sites, supporting the notion of their primary role as protective molecules rather than 
controlling osmotic adjustment. Although no direct evidence for such a relationship 
has been reported, Murata and co-workers [101] have transferred genes for choline 
oxidase from Arthrobacter globiformis in A. thaliana plants. This enzyme converts 
choline into betaine in one-step reaction. Plants over-expressing this enzyme do 
indeed over-produce this compound. Physiological tests showed that the transgenic 
plants developed a significantly higher stress tolerance during germination and 
growth than control plants. Transgenic plants also synthesized lower level of 
HSP70. Altogether, these results prove that betaine might have protected intra
cellular proteins from high temperature-induced damage, and that HSPs were not the 
cause of the observed tolerance. 

Although mainly associated to desiccation and cold tolerance, accumulation of 
trehalose, a non-reducing disaccharide consisting of two glucose units, has been also 
related to acquisition of tolerance to high temperature in yeast [102, 103, 104]. 
Trehalose also enhances the thermal stability of cytoplasmatic yeast enzymes in 
vitro [105]. Plants are unable to accumulate trehalose in response to environmental 
stress, although they have genes involved in the synthesis of trehalose, mainly 
because of the high activity of the degrading trehalose activity in plant tissues. It is 
thought that sucrose, another non-reducing disaccharide, replaces trehalose in plants 
[106]. Since much higher amount of sucrose than of trehalose are needed for similar 
protective effects, plants have been genetically engineered to accumulate trehalose 
by introducing bacterial and yeast genes for trehalose synthesis [107, 108]. Drought 
tolerance was only slightly affected in transgenic tobacco plants, which, however, 
were not tested for a putative increase in thermotolerance. 

8. ACTIVE OXYGEN DETOXYFYING ENZYMES CONTRIBUTE TO 
PLANTTHERMOTOLERANCE 

A common plant response to many abiotic and biotic stress, such as heat, chilling, 
excessive light, drought, ozone exposure, UV-B irradiation, osmotic stress and biotic 
stress is the accelerated generation or accumulation of oxidative signals, including 
hydrogen peroxide (H20 2) [109 and other chapters in the present book]. High dosage 
of H20 2 results in a hypersensitive cell death, [110, Ill], while low levels block cell 
cycle progression [112]. Plants respond to the primary or secondary oxidative stress 
with an increase in the production of antioxidant enzymes, including glutathione S
transferases (GSTs), peroxidases, superoxide dismutases and catalases, as well as 
the activation of protective genes encoding HSPs or pathogenesis-related proteins 
[113]. Transgenic plants over-expressing some of the genes encoding this class of 
genes have shown a variable increase in tolerance to oxidative stress and cold 
tolerance [114, 115], while tolerance to heat stress was not tested. However, a paper 
from Sheen's group [113] has shown that transgenic Arabidopsis plants with high 
levels ofGST, due to over-expression of the mitogen-activated protein kinase kinase 
kinase, ANPl, which mimics the H20 2 effect and initiates the MAPK cascade, are 
more heat tolerant. Exposure to 48°C killed all the wild-type plants, while 
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independent ANP1 transformants survived at various extents, according to the level 
of expression of the transgenes. The increased thermotolerance was due to both GST 
and HSPs accumulation. 

9. HEAT TOLERANT PLANTS: CURRENT STRATEGIES, BOTTLENECKS 
AND FUTURE PERSPECTIVES 

Identification of crucial genes involved in tolerance to heat stress is fundamental to 
defme the possible strategies that might be employed for producing high 
temperature-tolerant plants. Transgenic plants reported to have enhanced heat 
tolerance, obtained by manipulation of a single gene, are summarized in Table 1. 
Though the pioneer work in model plants has been fundamental to uncover the role 
of single genes in heat tolerance, most of heat tolerant transgenic plants over
expressing individual target genes gain minor protection to limited stress conditions. 
Moreover, possible negative pleiotropic effects of the genetic manipulation on the 
plant phenotype, due to the intercrossing of the signal transduction pathway and 
other metabolic pathways, have been completely under-estimated. Overcoming the 
above mentioned bottlenecks is of one of the most propelling priorities that scientists 
have to face to move from model plants to realistic heat tolerant crops in the field 
[116]. 

To ameliorate the small effects on heat tolerance produced by manipulation of 
individual genes, it is necessary to identify regulatory genes, able to control the 
whole battery of genes crucial for heat tolerance. The manipulation of specific genes 
of signal perception and transduction has proved indeed useful in controlling 
expression of multiple genes through single gene transfer. As an example, tobacco 
plants over-expressing the ANP1 gene were able to tolerate better heat stress, as well 
as freezing, drought and high salt condition [113]. The multiple stress tolerance is 
due to the fact that ANP1 codes for a protein kinase, activated by H20 2, which 
initiates a phosphorylation cascade involving mitogen activated protein kinases 
(MAPKs). The final result is the activation of many stress-responsive genes, 
including genes for HSPs and detoxification enzymes. Furthermore, several works 
have shown that by changing levels of transcription factors, it is possible to activate 
many down-stream stress-responsive genes [80, 117, 118]. 

Secondly, the potential negative phenotypic effects linked to the constitutive 
expression of genes associated to thermotolerance might be avoided by using HS 
inducible promoters, as already demonstrated for drought-responsive genes by 
Kasuga et al [119]. In this way, tolerance genes are activated only when the heat 
event occurs, minimizing the negative pleiotropic side effects. 

Manipulation of membrane lipid composition is another promising approach for 
heat tolerance [94], also in the view of the emerging role of membrane lipids in 
regulating changes in gene expression upon heat stress. 

Many down-stream HS-induced genes have been thus far identified and 
characterized for their involvement in thermotolerance in different plants. However, 
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most of the genetic complexity of the HS response still waits to be fully exploited, at 
least as far as genes encoding regulatory genes, acting up-stream in the perception 
and transduction of the HS signal. New and more extensive methods of analysis are 
required, aimed at the simultaneous identification of the many modifications in gene 
activity as a consequence of HS. In the last 10 years an ever increasing number of 
gene sequences are becoming available from the genome sequencing program for 
many organisms that are in progress, in some cases already completed, such as the 
ones for S. cerevisiae, human, Arabidopsis, rice. The projects under way are also 
producing a huge number of EST sequences that gave a fundamental contribution to 
the understanding of the expressed genes [120, 121, 122, 123]. 

The fundamental strategy of functional genomics is to expand the study of 
biological systems from the role of single genes to the study of a large number of 
genes (ideally all) of an organism, to provide simultaneously information on the 
functions of multiple genes. This is particularly useful in the case of modification of 
the expression profile due to exposition to environmental stresses. The many 
projects that are now under way (on Arabidopsis, barley, wheat etc.) promise the 
rapid identification, and perhaps isolation, of all the genes involved in this response. 
Many sites are available for searching on-line such as the Stress Functional Genomic 
Consortium website (http://stress-genomic.org/).This approach will allow the 
systematic and quantitative analysis of gene expression and the identification of 
novel genes, by differential screening of cDNA libraries deriving from different 
tissues, tissues treated with different stressors or with different hormones. Several 
reports of microarray analyses have been published, that analyse plant response to 
different environmental stresses [109, 123, 124, 125, 126, 127], but a systematic 
analysis of the HS response in plants has not been undertaken yet. With the aim to 
identify novel genes responding to HS and protein kinase C activation, Schena and 
co-workers [128] reported the use of microarray to study 1046 anonymous cDNAs 
from human cells, hybridised with probes originating from both control and HS 
stressed tissues. 

One interesting application of large scale analysis of genes for thermotolerance 
through micro-array analysis is the possibility of comparing heat sensitive and heat 
tolerant genotypes, as is currently done for salt stress in rice [129]. The analysis of 
the output data would provide a global vision of the genetic differences in the 
regulation of heat-responsive genes in the two contrasting genotypes. This scientific 
approach will shed light on the endless controversy of physiologists and molecular 
biologists on methodologies to be used to breed crop plants for enhanced tolerance 
to environmental stresses. 

With the current available technology and knowledge, it will be soon possible to 
approach, at molecular level, the mechanisms of heat tolerance linked to 
morphological traits. Genes controlling plant form and architecture traits are very 
well described [130]. Many of these genes act as regulatory proteins of the plant cell 
cycle [131] and appear to play a role in plant growth and development not only 
under normal environmental conditions but also under stress [132]. 
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10. CONCLUSIONS 

The genes thoroughly described in this chapter have been proved to be fundamental 
for plant survival, but their real contribution to the maintenance of crop productivity 
under heat stress has not been fully investigated. The current challenge in producing 
heat tolerant crop plants is to identifY genes associated to thermotolerance that, 
beside survival, ensure that under heat stress plants still retain a high portion of their 
yield potential. The best candidate genes for engineering plant heat tolerance are 
those involved in sensing changes in external temperature and able, in tum, to 
trigger rapidly the expression of a set of genes driving the cell towards a new 
cellular homeostasis, compatible with active plant growth and development and, 
ultimately, yield. 

Table 1. Plants engineered/or heat tolerance 

Introduced gene Source of Host plant Remarks Reference 
the 
transgene 

Heat shock Plant Over-expression [80] 
transcription factor A. thaliana enhances basal 
(AthHSF 1 and heat tolerance 
AthHSF3) 
Heat shock protein Plant Over-expression [134] 
(Hsp70) A. thaliana enhances heat 

tolerance 
Small heat shock Plant Carrot Over-expression [114] 
protein (Hsp 17.7) enhances heat 

tolerance 
Heat shock protein Plant A. thaliana Over-expression [76] 
(HsplOl) enhances heat 

tolerance 

Silencing decreases 
heat tolerance 

Betaine aldehyde Bacterial Rice Over-expression [l33] 
dehydrogenase enhances heat 

tolerance 
Choline oxidase Bacterial A. thaliana Over-expression [101] 

enhances heat 
tolerance 

F AD7 desaturase Plant Silencing increases [94] 
A. thaliana heat tolerance 
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Table 1. Continued 

Introduced gene Source of Host plant Remarks Reference 
the 
transgene 

Mitogen-activated Plant Over-expression [113] 
protein kinase, Tobacco increases heat 
ANP1 tolerance 
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Abstract. Cold affects agronomic yield and product quality. The mechanisms by which plants translate 
cold perception into specific gene expression are not yet completely understood; the available evidence is 
not yet arranged into an overall coherent picture. Nevertheless: 1) signal transduction pathways are being 
elucidated; 2) evidence is accumulating on control of cold-related gene expression, with the identification 
of cis- and trans-acting elements; 3) a large number of gene products, putatively involved in cold 
tolerance, have been characterised; 4) transgenic plants are contributing to the understanding of the 
function of specific genes. These efforts are of substantial interest. Success in the production of crop 
varieties with improved cold tolerance will have great beneficial economic and ecological impact, 
meeting the philosophy of a sustainable (intensive versus extensive) agriculture. This chapter discusses 
recent progress in knowledge on the molecular and cellular mechanisms underlying cold tolerance in 
higher plants. 

1. INTRODUCTION 

Plants can grow only in species-specific temperature intervals. Below the minimum 
temperature their performance is reduced by cold stress, one of the most serious 
abiotic environmental stress that plants have to cope with throughout their life cycle. 

In the next years, "a range of credible scenarios of greenhouse gas emission 
could increase radiative forcing to cause a 3-6°C increase in mean land surface 
temperature at high and temperate latitudes" [1]. Thus, the mean temperature will 
rise. Nevertheless, an increase in damages due to cold stress induced for example by 
late frost events in early springs, sudden lowering in temperature during mild winter, 
low night temperature after a mild day and low snowfalls in winter are expected. 
Moreover, a long period with mild temperature in autumn will prevent plants 
acclimation towards the winter frost period. 

Cold stress has strong limiting effect with regard to: 
1. the geographic distribution of wild and crop species hindering the human 

necessity to grow some crops outside the limits imposed by their natural 
distribution. In fact, many crops and horticultural species are tropical and 
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subtropical in origin and then they are only marginally cold-adapted in temperate 
earth regions, so that they hardly withstand to cold stress. 

2. the agronomic yield. Cold events reduce the plant growth with negative and 
unforeseeable effects on the biomass and cause a large gap between potential and 
actual yield. Steponkus [2] has quoted in 10-100 millions dollars the losses due to 
freezing damage and Wilson reported that the loss in USA for cotton was 60 million 
dollars in 1980, a year characterised by unseasonably low temperatures [3]. 

3. the product quality. Cold reduces synthesis, accumulation and storage of 
proteins and polysaccharides. Also fruit ripening is affected by low temperatures, 
with consequences on nutritional and taste profiles of the product. 

Complexity characterises the study of cold tolerance: first of all, different plant 
species and, within a species, different cultivars display different degrees of 
sensibility to cold. Second, cold tolerance depends not only on the severity and 
duration of the stress, but also on the rate of cooling, on seasonal and diurnal plant 
activities, on the concomitant presence of other environmental conditions as, for 
example, air humidity, water soil availability, wind presence (causing dehydration), 
light intensity (causing photoinhibition). 

Third, cold tolerance is related to the stage of plant development and different 
plant organs exhibit different cold tolerance. For instance, seeds are very tolerant 
due to their extreme dehydration. On the other hand, roots, rhizomes and bulbs are 
very sensitive to cold, but, due to the moderating effect of the soil, these tissues 
seldom experience severe low temperatures. 

In spite of the complexity of the matter, research on cellular responses and 
molecular strategies for the adaptation to cold stress in plants has recently 
experienced a burst of knowledge. Genes, signal transduction factors, proteins and 
enzymes related to drought tolerance are continuously being identified. Different 
approaches (genetics, biochemistry, physiology, molecular biology, genetic 
engineering) and analysis tools contribute towards a global vision of this 
phenomenon and a comprehension of the basic mechanisms involved in cold 
tolerance. The production and the study of transgenic plants help to shed light on the 
importance and the role of the specific genes in cold tolerance. In fact, by 
overexpressing specific genes in transgenic plants or by knocking out their 
expression with antisense RNA, their individual contribution to cold tolerance may 
be verified. 

A satisfactory and general comprehension of the plant adaptive molecular 
response to cold stress will possibly materialise in the next decade. 

However, until now, a number of relevant questions remain to be answered: 
• which are the key elements involved in the cold signal perception and 

transduction? 
• which gene products do actually play important roles in cold tolerance? 
• how do these stress-inducible gene products cooperate to achieve a 

synergistic response to cold? 
Success along these lines will not only be of scientific value, but their 

applications to important crop plants will bring great economic and ecological 
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benefits. These stress tolerant plants will meet the philosophy of a sustainable 
(intensive versus extensive) agriculture, allowing to obtain the same level of product 
output with a lower energy input. Moreover, as a consequence, stabilisation of the 
productivity during successive years and management costs reduction (costs for 
greenhouses, for heating, etc.) may be expected. 

This chapter intends to give an overview of the recent knowledge developments 
on the complex molecular and cellular mechanisms underlying cold tolerance III 

higher plants. 

2. COLD, FREEZING AND ACCLIMATION 

Both chilling and freezing stresses, share some injuries due to the direct effect of 
low temperature on cellular processes such as enzymatic activity lowering and fatty 
acid fluidity. Nevertheless, they differ on several important aspects. While cold 
stress acts directly on damaging the cell components, freezing has in addition 
important indirect damage effects owing to ice crystal formation and their expansion 
in the extra-cellular compartments. Ice formation can damage plants, acting directly 
by swelling and tearing tissues apart and by brooking intercellular connections, as 
well as indirectly, by drawing large fluxes of water out of the cell across the 
plasmalemma. The water freezing in the extra-cellular spaces results in the solute 
concentration increasing; this induces a water flux out of the cells with subsequent 
cell dehydration and shrinkage. It is for these common injuries induced by freezing 
and dehydration, that these two stresses share some adaptive responses, such as 
those mediated by the ABA hormone. 

In cold susceptible plant germination, growth and development are possible up 
to temperatures around to 12°C. On the contrary, cold tolerant plant species can 
survive up to temperatures below 12°C and freezing-tolerant plants can survive also 
at temperatures below the freezing limit. However, non-tolerant plants can also 
survive to a freezing stress, if previously subjected to sub-lethal stress conditions. 
This mechanism is referred to as acclimation. 

As an example, non acclimated rye is not able to tolerate temperatures around -
5°C, but, it can however, survive to temperatures down to -30°C if it has been 
previously exposed to a low, non-freezing temperature. In Arabidopsis, enhanced 
freezing tolerance up to a -12°C temperature has been observed after 3 days of 
acclimation at 1°C with long photoperiods [4]. Due to the above mentioned common 
adaptive responses, osmotic stress, dehydration, salt and exogenous applications of 
ABA can also enhance freezing tolerance [5,6]. 

Cold adaptation depends on changes in the expression levels of specific genes, 
whose products are able to confer greater tolerance to stress conditions. In this sense 
"acclimation is the expression of the genetic potential under inductive conditions" 
[7]. 
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2.1. Responses and damages induced by cold stress in plants 

Owing to the great complexity of plant response to cold, it should be emphasised 
that it is often difficult to distinguish clearly between cold damages and adaptive 
responses. This means that for many of the stress-induced gene products, it is not 
clear if they are involved in cold tolerance or if they merely accumulate as a 
consequence of cell damages. 

At the whole organism level, cold induces both structural (i.e., an increase of 
leaf thickness) and developmental changes (i.e., in normal fruit ripening). One of the 
most cold-sensitive processes during the life cycle of cold-sensitive species is pollen 
maturation [8]. Other consequences of cold stress are a general loss of plant vigour 
and a reduction of plant development and growth rates: plants may remain stunted 
also after rewarming. However, growth reduction due to cold action can also be 
evaluated as an adaptive response to stress in order to limit the transpiration rate. 

A number of physiological responses occur in cold stress conditions: the 
respiration rate decreases, the enzyme activities are altered, the levels of growth 
regulators change, with an increase of ABA and a decrease of gibberellin levels [9-
11]. 

However, the most important cold effect is perhaps at photosynthetic level. 
When the electron transport chain is impaired by cold and chloroplasts are 

exposed to an excess of excitation energy, oxygen photoreduction occurs with 
concomitant production of reactive oxygen intermediates, such as superoxides and 
peroxides. The uncontrolled increase of free radicals cooperates with cold in 
damaging membranes (causing lipid peroxidation), enzymes and macromolecules, 
particularly in chloroplasts and mitochondria. The cellular ability to contrast cold
induced oxidative injuries is an important component of cold tolerance. The 
relationship between abiotic stress tolerance and a functional antioxidant system has 
been found in transgenic alfalfa plants overexpressing a superoxide dismutase gene 
[12]. 

At the cellular and molecular level, cold slows down all metabolic reactions and 
affects several molecular and sovramolecular structures. The major structural 
damage is at membrane level, due to the changes in fatty acid fluidity, freeze
mediated dehydration and production of reactive oxygen species. The freeze
mediated cellular dehydration affects more specifically the plasma membrane, while 
reactive oxygen species damages principally the organelle membranes. 

Membrane lipids are usually in a fluid (liquid-crystalline) phase, but, with 
lowering temperatures, as well as with lowering of the water content, a transition to 
a more rigid gel phase is induced, and the membranes become leaky or 
dysfunctional. This results in injuries in carrier-mediated transport and loss in the 
activity of membrane-bound enzymes and receptors. Under extensive cold events, 
loss of water through membranes leads to an irreversible damage [13]. Expansion
induced-lysis is elicited, as well as lamellar-to-hexagonal-II phase transition and 
fracture jump lesions [14,15]. The loss of cellular membrane integrity leads to a 
leakage of cellular solutes into apoplastic compartments. 
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Therefore, membrane lipid composition plays an important role in the control of 
water and solutes permeability. An adaptive response to hinder the cold-induced 
membrane stiffness, is the increase in polyunsaturated acyl chains of membrane 
phospholipids [16]. In fact, transgenic plants with higher instauration degree of 
membrane lipids [17], or with a lower concentration of saturated species of 
phosphoglycerol [18], are more tolerant to chilling, due to a lowering of the 
membrane melting temperature. Recent data suggest that also the protein fraction 
and the lipid composition asymmetry of transmembrane bilayer could be involved in 
cold adaptation [19]. For instance, cold-induced changes have been reported in the 
lipid-protein ratio of thylakoid membranes, in the activity of plasma membrane H+
ATPase and in tonoplast enzymes [20-22]. At genomic level, stable genomic 
changes are inducible by environmental stresses. For example, in 
Mesembryanthemum crystallinum, salt, drought and low temperature change the 
ploidy number and in Brassica nigra, temperature stress results in stable changes of 
the rDNA copy number [23,24]. However, the mechanisms that lead to these 
changes and their adaptive significance are not understood to date. 

3. ANALYSIS OF THE COLD-RESPONSIVE SIGNAL TRASDUCTION 
PATHWAY 

In the cold acclimation transduction pathway, plants perceive the low non-freezing 
temperatures and activate an acclimation response able to increase tolerance also at 
freezing temperature (Figure 1). Recent studies suggest that changes in membrane 
fluidity, cytoscheleton rearrangement and calcium influx are the earliest events of 
this signal transduction pathway. Cytoplasmatic calcium level increase is required 
for both ABA mediated and ABA independent cold acclimation and, although little 
is known between calcium influx and gene expression, involvement of phosphates 
and kinase have been demonstrated. Up to now, three classes of transcriptional 
factors (CBF, Myb4 and SCOF-I) involved in cold acclimation have been described, 
two of them acting in the ABA independent and the third in the ABA mediated 
pathways. Several mutants affecting cold response have been isolated such as 
eskimo, showing a constitutive acclimated phenotype, sfra [25-30] sensitive to 
freezing and Hos1 and Hos2, with enhanced expression of cold responsive genes 
and a very sensitive phenotype. 

3.1. Huntingfor temperature sensor 

A well developed model for temperature signalling has emerged from studies on the 
cyanobacterium Synecocystis PCC6803 [25, 26]. When Synecocystis is shifted from 
34 to 22DC, transcription of three (desA, desB and desD) of the four fatty acid 
desaturase-encoding genes is induced approximately ten times [25]. The increased 
expression of desaturase genes, modulating the degree of fatty acid desaturation and 
thus the membrane fluidity, represents an adaptive response to the low temperature. 
It has been demonstrated that desA transcription can be induced also at 34 DC, by 
reducing the membrane fluidity chemically [26]. 
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Figure 1. Scheme of the cold acclimation transduction pathway. 

Using both target insertional mutagenesis and random insertional mutagenesis, 
three genes involved in cold sensing have been isolated, encoding for two histidine 
kinases, Hik33 and Hik19 and for a response regulator, Rerl. According to the 
Susuki working model, Hik33 activation by change in membrane fluidity, allows its 
autophosphorylation and subsequent phosphate transfer to Hikl9. Mutations in 
Hik33 and Hik19 impair the cold-induced transcription of desB, desD and crh, 
however, only the desB transcription is mediated by the response regulator Rerl. 
The desA cold induction is not mediated by Hik33 and Hikl9, suggesting the 
presence of two independent sensors [27]. This hypothesis is supported by 
microarray data showing that on 70 genes transcriptionally regulated by change in 
temperature, in hik33 mutant, 14 are temperature insensible, 35 show a lower effect 
of temperature on the expression and 21 of them show the same level of induction or 
repression as in wild type These data suggest the presence of at least two sensors, 
each regulating one set of genes and sharing the regulation of a third set of genes 
[28]. 

Two component regulators and hybrid histidin kinase have been described as 
osmotic sensor in E. coli and yeast [29, 30]. 

In plants, both two component sensors and hybrid histidin kinases have been 
described in the pathways of response to ethylene and cytokinines; it is likely that 
histidin kinases are also the basis of the osmotic response [31 and references 
therein]. Although hik33 and hik19 homologous genes have not been found in 



CHILLING AND FREEZING 29 

plants, cold-induced response regulators have been described in Arabidopsis, 
suggesting that higher plants could employ histidin kinase cold sensors [32]. 

Although demonstrated only at a crude physiological level, the concept of a 
"biological thermometer" as a sensor detecting changes in membrane fluidity is 
accepted also for higher plants [33]. Cultured alfalfa cells, grown at 25°C, were 
treated with DMSO (reducing membrane fluidity) or benzyl alcohol (increasing 
membrane fluidity) before being subjected to cold stress. In DMSO treated cells 
there was an increase of both the freezing tolerance and the level of cold-induced 
cas30 gene transcription; conversely, benzyl alcohol pre-treatment reduces both 
cas30 expression and the ability to fully cold acclimate [34]. The authors suggest 
that changes in membrane fluidity result in cold acclimation through changes in 
cytoskeleton organization and in calcium influx. 

Other cold sensor candidates are the redox state of the PSII and the soluble 
carbohydrate level [35-37]. 

3.2. Low temperature signal transduction pathway 

The involvement of change in cytoskeleton organization and in calcium influx as 
early steps in cold transduction pathway have been well documented. 

It has been reported that plants react to cold-shock by an immediate rise in 
cytosolic Ca2+, due largely to Ca2+ influx from extracellular storage and also to Ca2+ 
release from internal stores [38-42]. 

The importance of Ca2+ as second messenger in cold acclimation has been 
demonstrated through the use of chemical and pharmacological reagents affecting its 
concentration [38, 39, 43, 44]. It has been shown that ci+ increase is needed both 
for cold induction of at least some cold-regulated genes and for freezing tolerance. 
For instance, in alfalfa it has been shown that Ca2+ chelators or Ca2+ channel 
blockers both inhibit the Ca2+ influx and negatively affect both the expression of the 
cold-inducible cas15 gene and the plant ability to cold acclimate. The same authors 
also reported that cas15 expression may be induced at 25°C, stimulating the Ca2+ 

influx with the ionophore A23187 [39,43]. 
To be noted the presence, in onion, of a mechano-sensitive calcium-selective 

cation channel activated in response to low temperature [45]. A working model on 
how membrane fluidity may regulate ion channel activity, suggests a key role for the 
actine cytoskeleton. Mazars et al. report that disruption of microtubules and actine 
micro filaments stimulates the cold-induced Ca2+ influx in tobacco protoplasts [46]. 

Similar results were reported on K+ channel activity in stomatal opening and in 
mechanical stress signalling [47, 48]. The presence in the aminoacid sequence of 
AKTl, putatively encoding a K+ channel, of an ankyrin-like repeat supports the idea 
of a direct interaction between ion channel and cytoskeleton [49]. More recently, 
Orvar et al. have shown that cas30 expression and Ca2+ influx at 4°C are prevented 
by an actine microfilament stabilizer (jasplakinolide) and induced by an actine 
microfilaments destabilizer (cytochalasin D). They also found that jasplakinolide 
action prevents the cas30 expression induced by membrane rigidity, but not by Ca2+ 
influx. These results point out the cytoscheleton reorganization as an integral 
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component in cold signal transduction acting as a link between changes in 
membrane fluidity and Ca2+ influx [50]. 

Little is known about the steps between Ca2+ influx and cold-activated gene 
expression, but it appears that protein phosphorylation is involved [51-54]. For 
instance, Monroy et al. reported that transcript levels of the cold induced cas15 gene 
increase at normal growth temperatures in plants treated with the protein 
phosphatase inhibitor okaidic acid. Accordingly, they fail to accumulate upon low 
temperature treatment in the presence of the protein kinase inhibitor, staurosporine. 
The same authors also reported that in alfalfa cold treatment induce a rapid and 
dramatic decrease in protein phosphatase 2A activity, dependent on calcium influx. 
Their results, taken together, suggest that low temperature, lead to an influx of 
calcium that inhibit phosphatase 2A activity and, as a direct or indirect consequence, 
to the phosphorylation of one or more proteins involved in the cas 15 expression and 
in cold acclimation [51]. 

Up to now, the protein kinase(s) responsible for cold-induced gene expression 
and for freezing tolerance induction has not been identified. However, several 
interesting candidates have been described. In alfalfa Map kinase (P44MMK4) 
specifically cold activated within ten minutes of low temperature exposition has 
been described. Although the protein level seems to be unaffected, a rapid (twenty 
minutes) increase of its mRNA level in response to low temperature has also been 
reported [55]. 

Also for other kinases, an increase in the transcript levels in response to low 
temperature has been reported. Genes encoding for several kinase (such as a MAP 
kinase kinase kinase, a S6 ribosomal protein kinase, a MAP kinase) induced both by 
cold and by other abiotic stresses have been identified in Arabidopsis [56]. In the 
same plant, the cold-induced accumulation of the transcripts for a calcium dependent 
protein kinase (CDPK), a receptor-like protein kinase and two component response 
regulator-like proteins have also been shown [57, 43, 44]. The cold induction of a 
CDPK transcript has been reported also in alfalfa [39]. 

The gene encoding the rice CDPK7 is induced by both cold and salt stresses. 
Transgenic plants overexpressing CDPK7 shows increased tolerance to both 
stresses; the authors suggest that CDPK7 kinase activity is post-transcriptionally 
regulated [58, 59]. 

More recently, it has been reported that the kinase and autophosphorylating 
activity of membrane bound rice CDPK increases after several hours of low 
temperature treatment. Owing to the constant level of protein amount, the increased 
activity appears to be due to post transcriptional activation [60]. 

4. COLD MEDIATED TRANSCRIPTION REGULATION 

Many lines of evidence indicate that multiple mechanisms are involved in cold 
acclimation response. Parallel and cross-talking signalling pathways constitute a 
network of molecular events that co-operate to determine chilling and freezing 
tolerance. Cold response involves in fact both transcriptional and post
transcriptional processes; moreover, many adaptive changes, as lipid composition 
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and sugar accumulation, may derive at least in part on post-translational activation 
of pre-existing enzymes. Studies on COR genes indicate the co-presence and the 
cross-talk between ABA-dependent and ABA-independent pathways. A different 
pathway involves the eskimo1 gene, having a dramatic role in cold and freezing 
tolerance unrelated to the CaRs expression. 

Analysis of the freezing sensitive mutants (sfr 1-6), supports a complex network 
model for cold acclimation: most of them retain a 50% acclimation ability in respect 
of the wild type suggesting that each mutation blocks one signalling pathway and is 
still able to partially acclimate through pathways unaffected by mutation. 

4.1. The CBFlDREB1 regulatory pathway 

Functional analyses have demonstrated the transcriptional cold induction of the 
several COR gene promoters (CORI5a, COR6.6 and COR78 of Arabidopsis). 
Yamaghuchi-Shinozaki and Shinozaki identify the cis-regulatory sequence 
responsible for cold-induced transcriptional regulation consisting of a nine base pair 
consensus containing a 5 bp core sequence (CCGAC) named C-repeat (CRT). These 
elements present in all the COR promoter regions, are named either Drought 
Responsive Elements (DREs) or Low Temperature Responsive Elements (LTREs). 
DRE/LTREs stimulates gene expression in response to cold, high salinity and 
drought, but not in response to the exogenous application of ABA [61-66] . 

Using the yeast one hybrid system, the DREI CRT elements have been used as 
baits to isolate DRE/CTR binding proteins. The five different isolated DRE binding 
proteins have been grouped in two classes: DREBI and DREB2 [67]. All of them 
bind specifically to the DRE/CRT and transcriptionally activate the expression of 
the COR genes (Figure 2). 
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Figure 2. Cold signal transduction pathway and COR regulon induction. 
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The DREBs aminoacid sequences show a conserved 60 aa DNA binding motif, 
AP2 domain, present in a large number of plant transcriptional factors (such as 
Apetala2, Aintegumenta, Tiny, EREBP and several others). It has been suggested 
that the AP2 containing proteins constitute a super family of DNA binding proteins 
that recognize a family of cis-acting elements, sharing the common core CCG. 
Differences in the sequences around the CCG core determine the specific AP2 
member(s) able to bind and activate specific downstream genes. 

The DREBI proteins are also called CBF (CRT Binding Factor); the three 
DREB 1/CBF encoding genes are present in tandem on Arabidopsis chromosome 4, 
in the order DREBlB (CBFI), DREBIA (CBF3) and DREBIC (CBF2); their 
expression is specifically cold induced [68]. 

The expression of the genes encoding the two DREB2 proteins, DREB2A and 
DREB2B, are specifically drought induced and seem to be post-translationally 
regulated [67]. 

Overexpression of CBFI/DREB 1 b or CBF3IDREB 1 a in transgenic Arabidopsis 
plants induces the expression of the entire battery of COR genes at warm 
temperatures [69-71]. Moreover, freezing tolerance in absence of cold acclimation is 
strongly improved. 

In wild type Arabidopsis plants, CBF3 transcripts are present at very low levels 
also after several days of cold acclimation, whereas transgenic plants, expressing 
CBF3 under the CaMV3SS constitutive promoter, display high levels of CBF3 
transcript. As a consequence, this results in a constitutive over induction of up to S 
fold COR polypeptides with respect to fully acclimated wild type plants. The 
authors report that CBF3 overexpression in non acclimated plants causes an 
improvement of the ELso value (temperature causing a SO% ion leakage) of 
approximately 3.S DC. Untransformed plants in fact show an ELso value of 
approximately -4.S, whereas transformed plants had an ELso value of approximately 
-8. Moreover, after seven days of cold acclimated at SoC, wild type and CBF3 
transgenic plants show an ELso value of -6 and -11 DC (or lower), respectively. 

Overexpression of CBF3 transcription factor in transgenic Arabidopsis plants 
results in multiple biochemical changes associated with cold acclimation, namely 
COR expression induction as well as increased proline and soluble sugars contents. 
These results suggest a role of CBF3 role in the integration and activation of 
multiple components of the cold acclimation response. 

However, the ability of transgenic plants to develop greater levels of cold 
tolerance after acclimation suggests that CBF3 activates actually a subset of the total 
cold acclimation response [69, 71]. 

Plants overexpressing CBF3/DREBla, and consequently the COR genes, are 
more tolerant also to dehydration stress caused by either salt and drought. The 
biological ratio of these results is evident. As temperature drops below freezing 
point, ice formation in the extracellular spaces causes movement of the water from 
inside the cell to outside, owing to the low ice chemical potential with respect to the 
water. Water continues to flow from the cells to the extracellular space up to the 
equilibrium of chemical potential. For instance, at the freezing temperature of -1 ODC 
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more than the 90% of the osmotically active water will flow out of the cells, 
resulting in severe osmotic and dehydration stresses [67, 71]. 

Actually, the CBFIDREBI genes are expressed specifically under low 
temperature conditions and are not responsive to dehydration; nevertheless the COR 
genes are highly expressed also in response to dehydration caused by salt and 
drought. As reported above, in this case the CaRs activation is mediated by the 
DREB2 responsive to these stresses. 

Thus by overexpressing a single gene, it is possible to improve tolerance to 
several stresses at an extent well beyond that achieved naturally by acclimation. This 
raises the question of why in plants CBF is not a housekeeping gene or at least why 
acclimation does not lead to the maximum tolerance physiologically possible. The 
more likely answer is that cold and freezing tolerance (as all stress tolerance) 
mechanisms have evolved pushed by two different plant needs: to survive in stress 
conditions and be competitive enough also in favourable growth conditions. 
Consistent with this hypothesis, transgenic plants overexpressing CBF3/DREB 1 A 
have a severely compromised growth and development even in the optimal growth 
conditions of the experimentally controlled environments [67, 71]. 

This negative effect would make an applicative use of CBF on crops 
impracticable. However, Shinozaki's group overcame, at least partially, this 
problem: they took advantage of a cold inducible COR gene promoter and obtained 
transformed Arabidopsis plants expressing CBF3IDREBlA coding region under the 
rd29A promoter (rd29A::DREBlA). rd29A::DREBIA transformed plants, although 
retaining a slight growth retardation compared to the untransformed wild type 
plants, have a greatly improved appearance under experimentally benign control 
conditions [69, 72]. 

Although the mechanism whereby the CBFIDREBI genes are activated by low 
temperature is not yet known, it appears clear that it involves cold-responsive 
promoters, not subject to autoregulation. 

The transcript levels for the three CBF genes increase in only 15 minutes of low 
temperature treatment and reach their maximum in two hours [67, 73]. This 
induction, at least in part, is caused by transcriptional activation as demonstrated by 
the induction, at low temperature, of hybrid genes containing the CBFIDREBI 
promoter fused to reporter genes [74]. The absence in the CBFIDREBI promoter of 
the DRE/CTR sequence and the lack of induction of CBF3 transcripts in CBFl 
transformed plants pooled out a possible transcriptional autoregulation of the 
CBFIDREBI genes. 

Taking into account all these data, Gilmour et al. [73] named ICE (Inducer of 
CBF Expression) the putative transcriptional factor responsible of their 
transcriptional activation. They suggest ICE to be constitutively expressed and kept 
at warm temperature in an inactive state, either because it is sequestered in the 
cytoplasm or is unable to bind DNA and/or activate transcription. Thus the COR 
genes induction would involve a two steps cascade of transcriptional activators. 
Upon exposition to low temperature, modification of either ICE or of an associate 
protein, would activate ICE, and thus allow induction of CBFIDREB 1 expression. In 
tum, CBFIDREBI will transcriptionally activate the COR genes. 
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As noted by Gilmour et aI., ICE may regulate as well the expression of other 
genes involved in cold acclimation and unrelated to the CBFIDREBI regulon [73]. 

4.2. Conservation of the CBFIDREBI regulatory pathway 

Up to now, most of the experimental research on the cold signal transduction 
pathway has been performed in A. thaliana and few data on the presence or absence 
of CBF pathway in other species are available. Nevertheless, they support the idea 
that the CBFIDREBI regulatory pathway is conserved. In particular, Singh et ai. 
[63] reported that the cold induction of the BNl15 gene (an ortholog of Arabidopsis 
COR15a) is mediated by the presence of a CRT/DRE sequence in its promoter. 
Similar results have been reported by Sarhan et ai. on the wcs120 cold inducible 
gene of wheat [75, 76]. These authors also showed that the wscJ 20 promoter is cold 
inducible in both several monocotyledonous (barley, rye and rice) as well as 
dicotyledonous (alfalfa, Brassica and cucumber) plants. For unknown reasons, it is 
not cold inducible in tomato and pepper [75]. 

Recently, it has been reported that the expression of A. thaliana CBFI in 
tomato, is able to drive tolerance to cold, drought and oxidative stress but not to 
freezing. Tomato is a subtropical plant that does not cold acclimate and tomato COR 
homologous genes have not been reported. Authors suggest that the cold tolerance 
of transgenic tomato plants depends on the high level of proline and catalase [77]. 

4.3. A Myb transcription factor acting in the ABA-independent cold-acclimation 
pathway 

Another transcriptional factor encoding a gene involved in cold acclimation is the 
rice Osmyb4 gene. Its expression, detected at low level in rice seedlings grown for 
three days at 29°C, is strongly induced by treatments at 4°C [78]. 

The induction of Osmyb4 expression at not-freezing temperatures (from 15 to 
4°C) and its ability to transactivate, in transient expression experiments, the 
specifically cold-induced ScD9 SAD promoter of S. commersonii (encoding for the 
D9 desaturase) suggest its involvement in cold acclimation. 

According to an Osmyb4 involvement in acclimation process, transgenic 
overexpressing plants showed increase in freezing tolerance, both as PSII and 
membrane stability. 

It may be supposed that the effect of Osmyb4 overexpression on membrane and 
PSII stability depends on the direct transactivation of genes encoding for desaturase 
and, as a consequence, on a different fatty acid composition of cellular and organelle 
membranes. 

Transgenic plants overexpressing Myb4 showed a strongly increased cold and 
freezing tolerance also as whole plants. In fact, while wild type plants in soil were 
severely damaged after ten days a 10°C and did not survive at 24 hours of freezing 
conditions (-6°C), transgenic plants were undamaged by both cold and freezing 
treatments. 
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Myb4 expression in transgenic Arabidopsis plants results in multiple 
biochemical changes, commonly observed in plants during cold acclimation. In 
particular, we found constitutive changes in the level of CORI5a, COR78, PAL2 
and proline [79]. Expression of COR genes and proline has been shown to be 
associated with freezing tolerance in Arabidopsis [67, 69, 70]. So the enhancement 
of stress tolerance in Osmyb4 transgenics may be at least partially due to the 
constitutive expression of these genes. Cold stress induces also genes that are linked 
to pathogen resistance as the PAL2 gene [80]. Myb4 is able to induce a constitutive 
expression of the P AL2 gene; experiments of transient expression in tobacco 
protoplasts suggest that this effect is due to direct transactivation. The involvement 
of Osmyb4 in the regulation of genes acting in different aspects of cold tolerance 
leads to propose that: a) Osmyb4 integrates the activation of multiple components of 
the cold stress response, b) a heterologous transcriptional factor from rice is able to 
induce a strong freezing tolerance in Arabidopsis. This an interesting result because 
rice is a chilling-sensitive species and does not acclimate like Arabidopsis thaliana. 
As above mentioned, it has been reported that the expression of A. thaliana CBF in 
the chilling sensitive tomato is able to drive chilling, but not freezing tolerance [77]. 
Altogether these data suggest that the cold signaling pathway is at least in part 
conserved between hardy and not-hardy species. However, the degree of tolerance 
seems to depend on the expression of downstream genes which specifically evolved 
in the different species. 

4.4. The ABA role 

In several plant species, both a transient increase in the ABA levels in response to 
low temperatures as well as enhanced freezing tolerance mediated by application of 
exogenous ABA have been reported [81 and references therein]. Moreover, Chen 
and colleagues [82] report that ABA levels increase transiently in Solanum 
commersonii able to cold acclimate, but not in Solanum tuberosum, which is unable 
to acclimate. The inability to cold acclimate of Arabidopsis mutants affecting the 
synthesis of (abal) or the sensitivity to (abil) the ABA has also been reported. All 
these results led to suppose that ABA has a key role in activating cold acclimation 
[83-85]. However, in Arabidopsis, the ABA levels transiently increase, peak at 24 
hours and return to normal levels in two days, while freezing tolerance increases 
with longer cold acclimation (up to seven days) and remains elevated for several 
weeks [86]. Moreover, the aba] and abil mutations have pleiotropic effects, display 
a wilted phenotype and have reduced vigour, suggesting a different interpretation of 
their inability to cold acclimate. Decreased freezing tolerance might be an indirect 
effect due to the ABA key roles in plants growth and development, instead of a 
direct consequence due to a fundamental role of ABA in acclimation. 

However, exogenous application of ABA does activate cold acclimation. These 
results may be explained by the above mentioned role of CRTIDRE regulon 
expression in cold and freezing tolerance. Significantly, the COR gene family (and 
possibly other CBF-regulated genes not yet identified) are highly expressed in 
response to exogenous ABA. It is to be noted that aba and abi mutations abolish the 
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ABA-mediated induction of the COR genes expression, but do not affect their 
expression at low temperatures. Actually, in the COR genes promoters an ABRE 
consensus is present, permitting their transcriptional activation by b-ZIPs, involved 
in the ABA-mediated pathway of stress response [83, 87]. 

Some Arabidopsis mutants affect COR78 expression (positively or negatively) 
in response to both cold and ABA, suggesting that the 'ABA-dependent' and the 
'ABA-independent' pathways of cold acclimation are not completely independent, 
but "cross-talk" in some steps [88]. 

According to this model, in soybean, a gene has been identified, seofI, whose 
expression is specifically induced by cold and ABA, but not by drought or high 
salinity, encoding a zinc finger transcriptional factor (Figure 3; [89]). 
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Figure 3. Multiple signalling pathway mediate COR transcription induction. 

Constitutive expression of Scofl induces both COR genes expression and 
enhances cold tolerance in non-acclimated Arabidopsis and tobacco transgenic 
plants. Nevertheless, Scofl does not bind directly neither the DRE nor the ABRE 
elements. However, it greatly increases the ability of a soybean bZip (SGBFl) to 
bind in vitro the ABRE element and to transactivate transiently an ABRE containing 
promoter. Kim et aI., taking into account as well the ability of SCOF I to interact 
physically with SGBFI (demonstrated with the two hybrid system), suggest that it 
may function as a positive regulator of the ABRE-mediated COR genes expression 
[89]. 

The cold regulated expression of some genes as RabI8 and LTI65, according to 
the presence in their promoter of ABRE, but not DRE elements, is severely impaired 
in aba2 or abil mutants and appears to be directly mediated by ABA, through the 
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action ofbZip factors [87, 90-93]. However, the induction of both Rab18 and LTI65 
in response to low temperature is very weak if compared with that induced by 
drought or exogenous ABA addition. These results are not surprising, according to 
the much higher level of ABA induced by drought with respect to that induced by 
cold stress [86]. 

In conclusion, up to now, although the available evidences suggest that ABA 
has a relatively minor role in cold acclimation, a definitive response to the question 
of the direct importance of ABA in cold acclimation is unresolved. 

4.5. Other genes affecting cold acclimation 

Warren et aI., using chemical mutagenesis, identified seven Arabidopsis mutants, 
corresponding to five genes, unable to cold acclimation. Due to their consequent 
sensitivity to freezing, they were designed SFRl, 2, 4, 5-1, 5-2 and 6 (Sensitivity to 
Freezing; 94, 95). These mutations have no obvious negative effects, neither under 
warm control conditions, nor during the cold treatment. 

Instead, all the mutations affect the freezing tolerance measured after a 24 h 
treatment at -6°C, following two weeks of cold-acclimation at 4°C. In particular, 
sfrl affects only the young leaves, sfr2, 4 and 5 affect all leaves at same extent, and 
sfr6 has its most strict effect on young leaves, but affects also the other leaves. As 
indicated by the ion leakage experiments, all mutations impair the cryostability of 
the plasma membrane and for all, but not for sfr2, the severity of the freezing 
damages in the whole plants correlate with the results of the electrolyte leakage test. 
Sfr genes have not yet been . isolated, nevertheless, some physiological 
characterizations have been performed. 

For instance, Sfr4 results both in reduced accumulation of sucrose, glucose and 
anthocyanin and lowered levels of unsaturated fatty acids (18/1 and 18:2). Given the 
role of sucrose and compatible solutes as osmolyteslosmoprotectants and that of 
fatty acid composition in the membrane stability, it is reasonable to deduce that the 
sfr4 freezing sensitivity depends on these alterations. To date, the molecular 
mechanism that subtends to the pleiotropic sfr4 phenotype is unknown [94, 95]. 

Sfr 1, 2, 4, 5 mutations do not affect the COR genes expression after 
acclimation, while for sfr6, a role has been described in regulating the expression of 
the CBF regulon [96]. Sfr6 plants are deficient in cold inducible expression of 
several, if not all, cold induced genes containing a CRTIDRE motif in their 
promoters (Kin1, corl5a, LtI78). sfr6 plants are unable to induce expression of 
these genes also in response to ABA or osmotic stress. 

In contrast, sfr6 mutation does not affect the cold inducible expression of genes 
lacking the DRE/CRT motif (such as CBFl, 2, 3 and A TP5CSl). It has been 
suggested that sfr6 may act somewhere between the CBFs transcription and the 
induction of CBF regulon. However, the finding that expression of COR genes is 
affected also in response to osmotic stress and exogenous ABA addiction, suggests a 
more general role: Sfr6 may be involved in post-transcriptional and/or post
translation activation of several transcription factors, or it may code for a co
activator involved in COR genes transcription [96]. 
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Between the mutants affecting freezing tolerance, Hosl and Hos2 are of 
particular interest [97, 98]. Both of them show a super induction of cold responsive 
genes induced specifically by cold treatment, while responses to both high salinity 
and ABA are not affected. They also share an unexpected freezing sensitivity when 
compared to wild type plants. Nevertheless, Hosl plants, after two days of cold 
acclimation, acquired the same grade of freezing tolerance as do the wild type, while 
Hos2 mutants are less capable of acclimation. They also differ for the constitutive 
vernalized phenotype of Hosl and the normal vernalization response of Hos2. Both 
Hosl and Hos2 have been proposed to have a role as negative regulators of cold 
signal transduction and vernalization (Hosl) or acclimation (Hos2) [97, 98). 

Hosl has been cloned and encodes a RING finger protein that localizes in the 
nucleus in response to low temperature [99). 

Xin and Browse pay their attention to constitutively freezing tolerant 
Arabidopsis mutants; i.e. mutants that were more freezing tolerant than wild type 
without cold acclimation. This resulted in the identification of eskimo 1 , a gene with 
a major effect on freezing tolerance [100]. Eskimol increases freezing tolerance of 
both non acclimated Arabidopsis plants (LT50 -10.6 DC compared to -5.5 DC of the 
wild type) and cold acclimated (LT50 -14,8 DC compared to -12.6 DC of the w.t). 
The basis of this strong tolerance seems to depend on a constitutive increase in 
proline and sugar contents (30 and 3 fold higher than in wild type, respectively) and 
in expression of Rabl8 and LeaH. The eskimo 1 mutation does not seem to affect the 
expression of the COR genes, suggesting that it acts in a different pathway. The fact 
that two independently isolated mutations are recessive suggests that Eskimo 1 may 
act as a negative regulator (Figure 4). 
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Figure 4. A schematic outline of genes affecting cold tolerance. 
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4.6. Trascriptome changes in response to cold stress 

A first microarray analysis, to compare changes in transcript levels in response to 
dehydration, cold and CBF3 overexpression, was performed on 1300 Arabidopsis 
EST. Of the 19 cold induced genes identified, 12 are CBF3 inducible. On the basis 
of these results it may be hypothesized that almost 60% of cold induced genes are 
transcriptionally regulated by CBFl; actually, these data demonstrate that one or 
more additional pathways determining cold response do exist [72]. More recently, 
several microarray-based studies, in A. thaliana, demonstrated the highly complex 
cross-talk between different biotic and abiotic stress signalling pathways. Hundreds 
of potentially important genes up and down regulated upon exposure of plants to 
stress have been identified and genes belonging to overlapping or specific responses 
have been described [72, 80, 101-103]. 

In particular, with a 8000 genes micro array analysis, the effect of cold stress on 
wild type plants was compared with that of the CBF 1, CBF2 or CBF3 constitutive 
expression. About 300 genes have been identified as being cold responsive, 48 of 
these encode known or putative transcription factors. Only the 12% of the genes 
identified are surely regulated by CBFs and about 30% of them are definitely CBF 
independent. Fifteen of them encode for transcriptional factors suggesting that 
several independent pathway play an integral role in cold acclimation [80]. CBFs 
repress expression of some cold repressed genes, indicating that in addition to gene 
induction also gene repression may act a significant role in cold response. 

Statistical analysis of the promoter regions of cold induced genes show 
unambiguous enrichment of known conserved transcription factor binding sites, 
such us DRE- and ABRE- like elements [10 I]. 

Finally, it have been observed that the expression of hundreds of the known 
circadian controlled genes is cold affected, supporting the idea that any important 
function of the circadian clock is to anticipate predictable stresses, such us the 
nocturnal cold [103]. 

Up to now, there is not enough information to understand if the multibranched 
pathways respond to a single cold sensor or if different sensors activate different 
parallel pathways. 

5. POST-TRANSCRIPTIONAL REGULATION 

As mentioned above, cold, as other stresses, may regulate gene expression at several 
levels: transcriptional, post-transcriptional, translational and post-translational. The 
presence of a post transcriptional mechanism affecting the abundance of specific 
mRNAs has been reported in several plant species. For instance, nuclear run-on 
analysis of nine barley cold-induced genes showed that three of them are primarily 
post-transcriptionally regulated [104, 105]. The involvement of post-transcriptional 
cold-induced regulation on the specific mRNAs' amounts has been reported in 
several other species, such as Arabidopsis and alfalfa [106, 107]. 

The isolation of genes encoding RNA-binding proteins suggests that regulated 
splicing may be one of the post-transcriptional mechanisms involved in cold 



40 M. BRACALE AND I. CORAGGIO 

acclimation [108, 109]. These genes encode proteins of 17000 Mr nearly, containing 
in their amino-terminal portion a RNA-binding domain of about 80 amino acids, 
found in many RNA binding proteins localized in nucleus, cytoplasm and organelles 
[110]. The carboxy-terminal region also contains a conserved domain consisting of 
repeating glycine residues interspersed with tyrosines and arginines [108, 109]. 

Genes encoding glycine rich-RNA binding proteins (GR-RNPs) induced by 
stresses and ABA have been isolated from several plants [111-114]. The two
domain structure of plant GR-RNPs is similar to that of the group Al and A2/B1 
group of animal proteins binding nuclear heterogeneous RNA, (hnRNP). These 
animal proteins are localized in the nucleus and are implicated in regulated pre-RNA 
splicing [110]. 

6. EXPRESSION OF SPECIFIC GENES AND ACHIEVEMENT OF A NEW 
HOMEOSTATIC CELLULAR CONDITION 

Under cold stress conditions, a number of specific genes have been found to be up
regulated. Many of them have been isolated and characterised in a wide range of 
plant species and by a variety of different approaches. Although, as reported above, 
some of them are involved in the cold signal transduction pathway, the most encode 
polypeptides constituting the final target of stress induced molecular events and 
have a direct role in the cold and freezing tolerance. Most of them are not unique to 
cold, but are also induced by drought, salt and ABA-treatment. The biological 
meaning of the partial common response to different stresses lies in the common 
consequences induced by the different abiotic stresses. 

Following the initial period in which research was essentially concerned about 
the identification and characterisation of stress responsive genes, now focus is 
moving towards unravelling the functions of their gene products. Nevertheless most 
of these polypeptides still have unknown function, and some important questions 
remains unravelled: 

• are any of these genes more relevant than others in warranting the 
adaptive response? 

• where can we put limits between proteins that are related to cold 
adaptation and those that have merely accumulated as a consequence of this stress? 

Although for many of the downstream acting polypeptides induced by cold 
stress the cellular function is not yet clear, nevertheless it is possible to identify four 
main functions induced by acclimation: avoidance, protection, reparation, protection 
against other stresses. Each of these functions is achieved by the concerted action of 
several classes of polypeptides (Figure 5). 
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A number of genes proposed as relevant in several of the above mentioned 
functions encode the so called Late .Embryogenesis Abundant (LEA) proteins that 
accumulate also in response to cellular dehydration and by ABA exogenous
treatments. These proteins are highly conserved across distantly related organisms 
ranging from green algae [115] to higher plants [116] (Table 1). 
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Table i./:.ate /imbryogenesis tlbundant (LEA) proteins in distantly related organisms 
ranging/rom green algae to higher plants 

Plant Gene name gene product reference 
Arabidopsis thaliana COR15a LEA 117 
Arabidopsis thaliana COR6.6kinl LEA 118,119 
Arabidopsis thaliana COR 78RD29A LEA 62,90 
Arabidopsis thaliana kin2 LEA 118 
Arabidopsis thaliana LTI140 LEA 120 
Arabidopsis thaliana LT130XER02 LEA 121 
Arabidopsis thaliana RC12A LEA 122 
Arabidopsis thaliana ERD14 LEA 123 
Brassica napus BN115 LEA 124 
Brassica napus BN28 LEA 125 
Hordeum vul~are Dhn5 LEA 126 
Hordeum vulgare HVAI LEA 127 
Hordeum vulgare COR14 LEA 128 
Hordeum vulgare b1t101 LEA 129 
Hordeum vulgare blt14 LEA 105 
Hordeum vul~are paf93 LEA 130 
Hordeum vulgare COR75 131 
Medicago sativa CORa LEA 132 
Medica~o sativa ESIPa LEA 133 
Prunus persica PCA60 LEA 134 
Solanum tuberosum ci7 LEA 135 
Spinaci oleracea CAP85 LEA 136 
Triticum aestivum wcs120 LEA 137,138 
Triticum aestivum wcor41O LEA 139 
Triticum aestivum COR39 LEA 140 
Triticum aestivum COR47 LEA 141,142 

It has been proposed that they may act as chaperones by binding, through their 
polar groups, to macromolecules, and to polar membrane head groups. In this way, 
they will replace the hydration shell and provide the hydrophilic interactions 
necessary for stability [143]. 

For one of the LEA protein families, dehydrins, some cellular functions have 
been reported. Cryoprotective activity on enzyme function has been demonstrated 
with the Prunus persica dehydrin [144] and the birch (Betula pubescens) RAB-16-
like dehydrins [145]. Evidence in support of a structural role comes from Danyluk et 
al. [146] who showed that during freezing acclimation in wheat the acidic dehydrins 
accumulate as peripheral proteins near the plasma membrane in the vascular 
transition area, a region where freeze-induced dehydration is particularly severe. An 
antifreeze activity has been reported for the peach (Prunus persica) PCA60 dehydrin 
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that is able to alter the shape of the ice crystals, which could aid in reducing the 
freezing damage to the cells [144]. 

A highly studied LEA cold induced gene family is the COR family. The 
appearance of COR polypeptides coincides with the onset of freezing tolerance, their 
synthesis remain high during all stress periods and then declines after rewarming. 
One of the better studied genes of this group is the stromal polypeptide CORI5am, 
involved in stabilisation of chloroplast membrane [147]. Its constitutive expression 
in transgenic Arabidopsis plants enhances the freezing tolerance both of chloroplasts 
and protoplasts, but is not sufficient to enhance the freezing tolerance of the whole 
plant. Only the multiple expression of the entire battery of COR genes, 
accomplished by overexpressing the transcriptional activator CBFl, is able to induce 
an increased freezing tolerance in Arabidopsis plants [148]. These results underline 
the more effective action of coordinated expression of several cold induced genes. 
Moreover, they suggest that the more reliable way to obtain stress tolerant plants is 
the overexpression of the upstream acting genes, such as transcriptional factors 
involved in the tolerance achievement. 

Cold also induces synthesis and accumulation of other downstream acting 
polypeptides potentially involved in tolerance, but structurally unrelated to LEA 
proteins (Tab. 2). Under cold stress conditions, plants maintain a proper physical 
state and fluidity of cellular and subcellular membranes with changes in lipid 
composition towards an increase in unsaturated fatty acids in membrane lipids. 
These changes are catalysed by fatty acid desaturases, that modifying the membrane 
structure, protect the cell against the cold induced damages. Cold-induced fatty acid 
desaturases are for instance the Arabidopsis FAD8 [155] and FAD7 (a chloroplast 
ro-3 desaturase); synthesis de novo of the Dl201eoyl- desaturase in response to low 
temperatures has been demonstrated in cold-acclimated Solanum commersonii, a 
cold tolerant wild potato but not in Solanum tuberosum, the cultivated species 
known to be unable to cold-acclimate. This finding was consistent with the increase 
in linoleic acid (18:2) of plasma membrane reported for S. commersonii upon cold
acclimation [176]. The importance of the membrane fatty acid composition in cold 
acclimation has been clearly demonstrated by the finding that the Arabidopsis F AD7 
gene overexpression enhances cold tolerance in tobacco transgenic plants [177]. 
Another class of cold-induced polypeptides, involved in structural changes, is that 
responsible for cell wall modifications, as a xyloglucan endotransglycosylase [158]. 
Probably the induction of these proteins is due to the necessity of cold stressed 
plants to resist to the cell collapse induced by water loss. 

Table 2. Induced polypeptides potentially involved in cold tolerance 

Plant Gene name Gene product reference 
Arabidopsis thaliana ADH alcohol dehydrogenase 149 
Arabidopsis thaliana b-tubulin 150 
Arabidopsis thaliana CCRI RNA-binding protein 151 
Arabidopsis thaliana ERD6 Sugar transporter 152 
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Table 2. Continued 

Plant Gene name Gene product reference 
Arabidopsis thaliana Ascorbate peroxidase 153 
Arabidopsis thaliana galactinol synthase 154 
Arabidopsis thaliana FAD8 Fatty acid desaturase 155 
Arabidopsis thaliana ALAI aminophospholipid 156 

translocase 
Arabidopsis thaliana PLCI Phosphatidylinositol- specific 157 

phospholipase C 
Arabidopsis thaliana TCH4 Xyloglucan 42,158 

endotransglycosylase 
Arabidopsis thaliana TCH2 Calmodulin related protein 159 
Arabidopsis thaliana TCH3 Calmodulin related protein 42 
Hordeum vulgare blt4 non specific Lipid transfer 160 

protein 
Hordeum vulgare blt4.l Lipid transfer protein 161 
Maize non-specific lipid transfer 162 

protein 
Maize w-3 fatty acid desaturase 163 
Maize elongation factor la 164 
Medicago sativa CIC Cell wall protein 165 
Spinacia oleracea HS704 166 
Spinacia oleracea Hsc70-12 Heat shock protein 167 
Solanum tuberosum Sucrose phosphate synthase 168 
Spinacia oleracea Sucrose phosphate synthase 169 
Spinacia oleracea antifreeze 170-172 

proteins 
Brassica napus Hsp90 Molecular chaperon 173 
Brassica napus BN59 ATP-ase 125 
Brassica napus BnPEPCK PEP carboxykinase 174 
Brassica napus btg-26 Aldehyde dehydrogenase 175 

A way to avoid one of the most dramatic freezing injuries is to neutralize ice 
nucleators and so inhibit ice crystals growth and recrystalization. This is achieved by 
an overspread class of proteins called Anti Freezing Proteins (AFPs). Although at 
least 30 species of angiosperms are capable of antifreeze AFPs-mediated activity 
after acclimation to low temperature, most of agricultural crops do not do so. Plant 
AFPs are similar to those found within the animal kingdom and appear to behave 
similarly at freezing temperatures. Between these genes, for instance, there are 
spinach hsp70 [166] and Brassica napus hsp90 genes [173]. Intriguingly, some of 
these AFPs have strong sequence homology to the pathogenesis-related proteins 
[170]. On the other hand, a number of stress related genes are better known as 
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pathogenesis related genes. This is for instance the case of osmotin and of non
specific lipid transfer proteins. This is a further protective mechanism, taking into 
account the increased susceptibility to pathogens driven by a stress condition. 

On the other hand, the sequence homology may not correspond to a function 
identity as showed by the data on Brassica oleracea cryoprotectin, a cold inducible 
protein with cryoprotecting properties. Sequencing of cryoprotectin showed 
homology to the W AX9 proteins, belonging to the class of aspecific lipid transfer 
proteins. However, cryoprotectin is structurally and functionally different from 
WAX9, and, while WAX9 has lipid transfer activity for phosphatydilcholine, but no 
cryoprotective activity, cryoprotectin has cryoprotective, but no lipid transfer 
activity [178]. Low temperatures lead to oxidative stress in plants through freeze
induced production of reactive oxygen species that contribute to cellular damage. 
Therefore, it is important that the activities of antioxidant enzymes (as ascorbate 
peroxidase, glutathione reductase, superoxide dismutase, etc.) taking part in the 
scavenging of free radicals, as well as the levels of antioxidant compounds, are 
induced by cold [179,180]. 

As mentioned above, one of the consequences of freezing is cellular 
dehydration and because one of the most effective responses to drought is solute 
accumulation, it is not surprising that in cold stress a class of enzymes that 
contribute to solute accumulation is a up-regulated. Among them, sucrose phosphate 
synthase, galactinol synthase and L1(I) pyrroline-5-carboxylate synthase have been 
well characterized [181]. 

Cold-induced chaperonines, stabilizing proteins against denaturation, have both 
protective and repair functions. Molecular chaperons are for instance the spinach 
HSP70 and the Brassica napus HSP80. A very interesting member of this class is 
the strongly cold up-regulated cyclophilin that repair trans and cis isomerisation of 
peptidylpropyl bonds [182]. 

Many other cold induced genes produce proteins with a still unknown function. 
In general the overall picture emerging from data on cold-stimulated 

downstream acting proteins is: 
• Cold induces a lot of different stress-related functions in the plant cell. 
• These functions are similar in different plant species and accomplished by 

the same proteins: this indicates a general uniformity of cold-induced responses 
amongst unrelated plant species. 

• Up to now, particular functional genes responsible for cold tolerance, 
present in cold-tolerant species and absent in non-sensitive species, have not be 
identified. 

• Some stress-responsive polypeptides, but not all, are not unique to cold, but 
are also induced by other stresses. Nevertheless, different mechanisms regulate their 
expression in different stresses. 

7. COLD INDUCED OSMOLITES/OSMOPROTECTANTS 

Plants, in response to cold as well as to other osmotic stresses, accumulate a range of 
compatible solutes, such as cerebrosides, free sterols, sterols glucosides, acylated 
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sterol, glucosides, raffinose, arabinoxylans, sugars. The oligosaccharides raffinose 
and stachyose are especially associated with cold hardiness, low temperature and 
dormancy, but sucrose also enhances cold hardiness and desiccation tolerance of 
buds in woody plants [183]. 

In addition, plants accumulate other solutes, such as proline [184] or glutamic 
acid [185], when exposed to low temperatures or during natural hardening. 

These compounds, which are subsequently degraded after stress relief, are 
collectively referred to as osmolytes, osmoprotectants or compatible solutes, the 
latter because their accumulation at high concentration in plant cells does not 
apparently disturb biochemical functions. 

The role of osmolytes in stressed plants has been essentially attributed to 
antifreezing properties and to maintaining turgor through osmotic retention. In fact, 
osmolytes have been shown to mediate several aspects of stress tolerance: a) 
increasing the osmotic cellular concentration, depress the freezing point of the 
tissue; b) some of them, as arabynoxylans, reduce ice formation and expansion; c) 
they preserve membrane integrity, retarding membrane fusion, phase transition and 
phase separation, in such a way that the physical properties of cold-stressed 
membranes resemble those of normal membranes; d) through the enhancement of 
water binding to biopolymers, they also preserve the integrity of macromolecules, 
protein folding and enzyme activities. 

In addition to these primary osmotic functions, osmolytes have been proposed 
to play further and more subtle functions, as antioxidant and hydroxyradical 
scavenging functions [186]. 

Other recent results suggest that osmolytes may act also as regulatory 
molecules. For example, myo-inositol may: 1) act as signal to the root of the 
photosynthetic activity in leaves; 2) sustain membrane biosynthesis; 3) facilitate 
long-distance sodium transport [187]. In this context, osmolyte flux (as metabolic 
signals among tissues) could be more important than cellular osmolyte 
accumulation. 

At present, research on osmolytes is presently aimed at clarifying their role and 
mechanism of action and understanding the control of genes involved in their 
biosynthesis and catabolism. 

8. CONCLUSION AND PERSPECTIVES 

Plant physiologists and plant molecular biologists have always been interested in 
mechanisms involved in plant tolerance to cold and other stresses, for both the 
theoretical interests and the applicative importance of this subject. Nevertheless, up 
to less then 10 years ago, most of data regarded the downstream acting genes and no 
information on the upstream events of the cascade of molecular events following the 
cold perception and resulting in cold acclimation were available. In the last years, 
many steps of the transduction pathway have been investigated: several mutants 
affecting early events in cold acclimation have been identified and isolated, the 
regions in the promoter of cold induced genes responsible for their regulated 
expression have been identified and transcriptional factors belonging to three 
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different classes involved in cold-responsive transcriptional regulation have been 
isolated. 

Despite the massive quantity of information, these have not yet led to a 
comprehensive scheme of this multi-step event: only some steps of the complex 
multibranched and cross-talking pathway have been clarified; although very 
attractive candidates have been proposed, there is not yet a sure identification of one 
cold sensor; for many of the downstream acting genes no clear demonstration of the 
cellular function has been obtained, etc. However, the powerful new proteomics and 
genomics approaches will permit in the next years to compare at the same time 
complex differences between plants. In particular, it will be possible to compare the 
broad spectrum of molecular differences of wild type plants with respect to mutants 
in genes affecting cold tolerance or to transgenic plants overexpressing a 
transcriptional factors inducing a great extent of tolerance. It may be supposed that 
in a few years these approaches will clarify most of the unidentified steps in cold 
acclimation. This will also allow for the rational design of plants with increased cold 
and freezing tolerance. 
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Abstract. In recent years the study of the functional biology of salinity tolerance in plants has largely 
focused on six major areas of research: ion homeostasis, water homeostasis, osmolyte production, 
ROS scavenging, growth regulatory processes, and signal transduction. Genetic engineering and 
mutation analyses have both significantly contributed to advance our understanding of the 
fundamental biology underlying salt stress adaptation. Many biochemical and metabolic 
components of salinity tolerance have been thoroughly described and directly and/or indirectly 
implicated in salt stress adaptation at cellular level. In contrast, morphological and anatomical 
features that also may have important functions during whole plant stress adaptation have been 
overlooked. Mutants with altered responses to salinity in agriculturally important species are 
increasingly, and represent an important resource for plant physiologists and agronomists that are 
interested in understanding salinity tolerance at a whole plant level. The results obtained so far 
suggest that a greater connection between molecular genetic and physiological analyses would 
greatly benefit the functional assessment of plant salt stress tolerance. 

1. INTRODUCTION 

In the last ten years, our understanding of the molecular basis of plant salt tolerance 
has considerably improved. Mutation analysis and trans gene technologies have been 
essential to test basic hypotheses derived from physiological studies [1] and to 
identify potential targets for genetic engineering [2]. Over the last few years, dissecting 
the sequence of events that follow stress perception and signal transduction leading 
to adaptation has been a primary goal of many investigators. As a result, various 
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models have been proposed to explain the complexity of plant responses to salinity 
and to uncover interactions between metabolic pathways and the relationships 
between responses to different stresses [3]. The practical outcome of these efforts has 
been the establishment of a list of determinants that are involved in salt stress 
adaptation. However, we still do not have a complete comprehension of which 
determinants we should genetically engineer to obtain a salt tolerant plant. It is worth 
noting that virtually all the research developed in this field in the last decade has 
focused mainly on biochemical and metabolic components of salinity tolerance that 
are largely manifested at the cellular level, whereas morphological and anatomical 
features that also have critical functions during stress acclimation, have been largely 
overlooked [4, 5]. In addition, it is also becoming clearer that many functional 
components that have been identified as being specifically involved in salt tolerance 
in Arabidopsis do not always have an obvious counterpart in agriculturally important 
species, suggesting either that alternative adaptation mechanisms within different 
glycophytes exist or that Arabidopsis genes may have diverged significantly from 
their counterparts in other species so as to be unrecognisable with present technology 
[6]. Therefore, 1) identifying regulatory molecules, able to simultaneously activate 
several stress adaptive responses; 2) framing salt tolerance in an agronomic and 
environment-specific context; 3) and extending mutation analyses to model systems 
other than Arabidopsis are approaches that require further development in salinity 
research. 

In this chapter we will summarize the current literature on salt stress in plants 
and the known adaptation mechanisms as bases for possible strategies to pursue 
genetic improvement of salt tolerance of crop plants. 

2. MOLECULAR BIOLOGY OF SALT STRESS TOLERANCE 

The known and most studied physiological mechanisms for salt tolerance in plants 
can be grouped into four major categories: osmolyte production, ion homeostasis, 
Radical Oxygen Species (ROS) scavenging and growth regulatory processes [7, 8]. 
The regulation of water transport via the aquaporin pathway may also play a 
fundamental role during salt stress [9]. However, an unequivocal link between the 
function of aquaporins and water homeostasis in stress environments remains to be 
established. 

2.1. Osmolyte production 

During osmotic stress, cells accumulate solutes to prevent water loss by decreasing 
osmotic potential and thereby maintain cellular turgor that is necessary for growth 
[10]. Solutes that accumulate in saline environments include ions such as K+, Na+, 
cr and organic molecules, including quaternary ammonium compounds (glycine 
betaine), some amino acids (proline), polyols (inositol and mannitol) and sugars 
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(sucrose, fructans and trehalose) [11]. Na+ and most of the cr are compartmentalized 
into the vacuole since they interfere with cellular functions, whereas organic solutes 
(compatible solutes or osmolytes) are compatible with normal cellular metabolism 
and can be accumulated to high levels in the cytosol [11, 12]. 

A number of genes encoding enzymes involved in the metabolism of osmolytes 
have been isolated and several of these have been used to generate transgenic plants . 
. glycine-betaine level has been obtained by over-expressing genes involved in 
choline oxidation from E. coli [13], Arthrobacter spp. [14, 15] and spinach [12] in 
transgenic plants. More recently, Mc Neil et al. [16] have reported that 
overexpression of the gene encoding phospho-ethanolamine-N-methyltransferase 
(PEAMT), the enzyme controlling the limiting step in the choline biosynthetic 
pathway, allowed a 30fold increase of the glycine betaine level. The accumulation of 
proline has been the target of intense research [17], also. Kishor et al. [18] reported 
that overexpression of the gene encoding the moth bean A l-pyrroline-5-carboxylate 
synthetase (P5CS) in transgenic tobacco results in a 1O-18fold accumulation of 
proline and better plant growth under osmotic stress. In addition, recent reports have 
shown that expression of antisense P5CS inhibits proline production and results in 
hypersensitivity to osmotic stress, suggesting that proline may contribute to stress 
tolerance both as a compatible solute and a free radical scavenger [19, 20]. Although 
these and other reports indicate that there is a positive correlation between proline 
accumulation and salt tolerance, the role of proline in plant osmotolerance remains 
controversial [21]. For instance, the salt-overly-sensitive sos1 Arabidopsis mutant 
surprisingly was found to accumulate more proline than wild-type plants [22]. 

One of the first metabolic pathways to be engineered with the aim of developing 
salt tolerant plants was the biosynthesis of polyols, which include sugar alcohols 
such as glycerol, sorbitol, mannitol as well as cyclictols (pinitol, D-ononitol). 
Overexpression in transgenic tobacco and Arabidopsis of the gene encoding 
mannitol-I-phosphate dehydrogenase from E. coli resulted in mannitol production 
and increased salt tolerance [23, 24]. Further studies indicated that mannitol 
accumulation contributed only marginally to osmotic adjustment, whereas it had 
some protective effects against stress-induced ROS damage [25, 26]. Transgenic 
plants accumulating high levels of mannitol or sorbitol showed growth retardation 
and necrotic lesions respectively [27, 28], indicating that the physiological 
consequences of diverting a precursor of organic molecules away from primary 
metabolism may have some deleterious effects on plant growth and should be 
carefully considered in metabolic engineering of salt stress tolerance [28, 29]. 

Although less studied, overproduction of several other metabolites has been 
shown to ameliorate plant response to salinity. Ectoine, a zwitter-ionic 
tetrahydropyrimidine from a halophytic eubacterium [30] has been reported to have 
strong protective effects on enzyme activity in the presence of sodium. Multiple 
engineering of enzymes involved in ectoine biosynthesis led to ectoine accumulation 
and increased hyperosmotic stress tolerance in transgenic tobacco BY2 cells [31]. 
Similarly to threalose and fructan [32], ectoine could function in preserving the 
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functionality and permeability of cell membranes rather than decreasing the cellular 
osmotic potential [31]. 

Overall genetic engineering for osmolyte accumulation has marginally 
contributed to increase plant stress tolerance. The results so far obtained clearly 
indicate that the osmotic contribution of these osmolytes to stress tolerance may not 
account completely for their function and that accumulation of different osmolytes 
may not have always the same effects on the specific process [21, 29]. 

In view of these variable functions (membrane stabilization, protection by ROS 
damage, osmotic adjustment) of different compatible solutes, a multiple engineering 
approach has been recently proposed [29]. Clearly, the simultaneous accumulation of 
different stress protecting molecules by reiterative engineering or genetic crosses has 
to be guided by a thorough analysis of metabolite fluxes and pool sizes using 
emerging technologies such as in vivo NMR spectroscopy [12]. 

2.2. Ion homeostasis 

Most research in salinity tolerance has been developed to understand the basis for 
Na+/K+ homeostasis since the ability of plants to select K+ vs. Na+ uptake and to 
compartmentalize Na+ (and Cr) into the vacuole have been considered potential 
targets for genetic engineering of salt tolerance. To date, it is broadly accepted that 
K+ and Na+ enter into the plant via common uptake systems [33, 34, 35, 36, 37]. 
Although Na + seems to enter the cell mainly via electrophoretic flux, high and low 
affinity K+ uptake systems may significantly contribute to Na+ influx also [1, 38]. 
The existence of a Na+ influx system in plant roots, which negatively regulates high 
affinity K+ transport has been reported, also [39]. The molecular mechanisms ofNa+ 
and K+ uptake in plants have been recently summarized by Maser et al. [40]. 
Compared to the overexpression of compatible solutes, there are only a few 
examples of the genetic engineering of Na+/K+ homeostasis machinery. Over
expression of a cDNA encoding a Na+/H+ antiporter in transgenic Arabidopsis [41] 
and tomato [42] moderately increased plant salt tolerance. Interestingly enough, 
higher K+ leaf (and/or root) concentration has never been shown to be associated to 
enhanced salt stress tolerance in Arabidopsis, whereas it has been functionally 
associated to salt tolerance in wheat [43] and tomato [44], indicating that different 
species may adjust to salt stress through somewhat different physiological 
mechanisms [6, 40]. 

The role of Ca2+ is pivotal in signalling and activating stress responses in saline 
environments [45, 46]. It is well established that Ca2+ can facilitate higher K+/H+ 
selectivity [47, 48]. Nevertheless, Ca2+ homeostasis is thought to have a more 
complex role in the regulation of Na + and K+ fluxes because it is involved in many 
cellular mechanisms, including response and adaptation to biotic stresses [49]. Much 
research has been developed on Ca2+-ATPases since these are likely to mediate Ca2+ 
transport from the cytosol into the apoplast or intracellular compartments [50, 51]. 



SALT 57 

Genetic engineering of Ca2+-ATPase and Ca2+/H+ antiport aimed to maintain low 
cytosolic Ca2+ have been marginally successful [52] or unsuccessful [53] to improve 
plant salt tolerance, however. 

Little is known about the molecular biology of cr homeostasis [54] and the 
possibility of genetically engineering cr homeostasis to improve salt tolerance via 
manipulation of CrJH+ symporters or other transport components remains mostly 
speculative [55]. 

2.3. ROS scavenging 

Environmental stresses enhance the generation of reactive oxygen species (ROS) 
[56]. Since ROS are associated with several forms of cellular damage, the 
identification of genes encoding for the enzymes involved in ROS detoxification has 
been a primary goal in plant salt stress research [57, 58, 59, 25, 26]. Scavenging of 
hydroxyl radicals and other toxic oxygen derivatives in plants is primarily under the 
control of the ascorbate/gluthathione cycle [60]. Tocopherols, carotenoids and other 
chemicals able to act as reductants also neutralize free radicals to non-reactive forms 
and provide protection against oxidative damage [61]. However, since ROS are 
involved in the control of gene expression and signal transduction, the regulation of 
ROS production and detoxification implicates that the function of antioxidants is 
beyond just limiting the risk of hydroxyl radical formation. Recently, activation of 
the ascorbate cycle has been shown to mediate the ABA-induced stomatal closure in 
the early response to hyperosmotic stress [62]. Furthermore, the general function of 
ascorbate as a co-substrate of many dioxygenases has been recently discussed [63] 
and should be considered to function as a general stress response mechanism. 

2.4. Water transport 

During stress adaptation, water and ion homeostasis have to be regulated in order to 
avoid water deficit and/or ion toxicity. After the discovery of plant aquaporins [64, 
65, 66] the possibility of metabolic control of water movement across plants 
membranes became part of the mechanism thought to allow adaptation to salinity or 
drought. Aquaporins belong to the family of the MIP (Major Intrinsic Protein) 
involved in water movement in many organisms. Aquaporins are membrane proteins 
that have been localized at both the plasma membrane (PIP) and tonoplast (TIP) [67, 
68]. The two halves of the polypeptide spanning the lipid bilayer are arranged in a 
typical hourglass symmetric structure, forming a narrow channel were water 
molecules selectively cross the membrane [69]. Plant aquaporins allow water 
movement following osmotic gradients and do not actively transport water. It 
remains to be established whether and how these proteins are directly involved in 
regulating water homeostasis under stress. 

Changes in root hydraulic conductivity have been documented in many species 
exposed to salinity and they appear to be associated with possible mechanisms 
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regulating opening/closure of water channels [70]. In line with this view, reduced 
phosphorylation in spinach plasma membrane PM28A has been shown to be induced 
by a low water potential [71]. However, at the present, conclusive proof of the 
existence of a gating mechanism of water channels is not yet been established [9]. 
Conceivably, a mechanism of regulation of plant aquaporins would occur at the 
endodermis level and possibly also in guard cells, two critical check points for 
controlling the rate of water movement in plants. Another important role for plant 
aquaporins during stress acclimation may be the redistribution of water between 
symplastlapoplastic and cellular compartments or even different plant organs upon 
stress [72, 73, 74]. 

2.5. Regulatory systems 

Many genes encoding for enzymes involved in osmolytes biosynthesis and ion 
homeostasis are responsive to ABA [1], which also controls other stress-induced 
responses, including stomatal closure [75] and plant hydraulic conductivity 
properties [76]. The increase in free radical levels following drought or saline stress 
is under the control of the ascorbate-gluthatione detoxifying system [60, 77, 78], 
which is possibly activated by H20 2 production [79]. Several compatible solutes 
have been shown to act as free radical scavengers, also [26]. Therefore the ROS 
detoxifying system may directly and/or indirectly be under hormonal control. In 
addition, evidence for a cross-talk between the ascorbate cycle, H20 2 and ABA mode 
of action has recently been documented [79, 62]. The least characterized regulatory 
system at the molecular level is perhaps the one controlling aquaporin synthesis, 
function and mode of action, whereas the best characterized is the ion homeostasis 
system, largely because it shares similarities with the better characterized yeast ion 
homeostasis system [80, 45]. Arabidopsis salt sensitive mutants have been selected 
and utilized to dissect the signal transduction pathway controlling responses to salt 
stress [3]. sos mutants (salt overly sensitive) have been isolated by screening 
approximately 250,000 EMS, fast neutron- or T-DNA mutagenized seedlings. Five 
complementation groups (sosl-5) have been identified. SOS3 encodes a Ca2+_ 
binding protein whose gene product shares similarities to the B-subunit of 
calcineurin [81, 82]. SOS3 is required for plant survival under K+ starvation and it 
has been proposed to mediate the favourable effect of Ca2+ under salt stress [48]. 
SOS2 has also been cloned [83]. The SOS2 gene product is a Ser/Thr protein kinase 
with similarities to the yeast SNF 1 (Sucrose non fermenting 1) and mammalian 
AMP-activated protein kinase (AMPK), although the functions of these genes are 
quite different [84]. SOS2 regulates Na+ and K+ homeostasis and Na+ tolerance. 
SOSI encodes a putative Na+~ antiporter that may function at the plasma 
membrane level by controlling loading/unloading of Na + into/from the xylem [85, 
86]. The most recent hypothesis at this regard is that the SOS2 regulatory domain 
interacts with SOS3, which in turn triggers the kinase activity of SOS2. Genetic 
evidence has been provided in support of SOS2 and SOS3 being positive regulators 
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of salt tolerance acting in the same pathway [87], in which Ca2+ plays a pivotal role. 
Based on the analysis of sos2 and sos3 mutants, it has been concluded that the 
upregulation of sos1 and therefore of the rate of Na+ transport across the plasma 
membrane, is activated by the sos2-sos3 signal transduction pathway [3]. The SOS 
pathway will be further discussed in the following section because of its broad 
involvement in salt stress adaptation. 

3. LOSS-OF-FUNCTION MUTANTS REVEAL IMPORTANT GENES FOR 
SALT TOLERANCE 

Abiotic stress tolerance, including salinity tolerance, have always been considered to 
be complex traits involving several genetic factors [I]. Recent projects 
(http://www.stress-genomics.orgl) utilizing a genomic approach to this problem have 
confirmed that numerous genetic loci contribute to salinity tolerance or sensitivity. 
Consistent with the tolerance mechanisms that we have just described, functional 
genetic screens have resulted in the identification of genetic components whose 
mechanistic functions fall within the previously mentioned categories including ion 
homeostasis (Table I). Moreover, these mutant screens have identified several 
important proteins, including transcription factors, protein kinases and phosphatases 
[3]. The SOS pathway is the most characterized response system for salinity 
adaptation in plants and clearly participates in ion homeostasis through the mediation 
of signal transduction via a Ca2+ binding protein (SOS3) and a protein kinase 
(SOS2). However, several other genes involved in adaptation to salinity have 
recently been identified by mutation analysis that implicate the involvement of 
expected mechanisms such as ABA biosynthesis and perception, protein 
phosphorilation and ion transport. However, unanticipated processes such as RNA 
metabolism, co-factor functions, vesicular trafficking and protein glycosylation have 
also been found to participate in salinity tolerance through mutation screening [3]. 
Thus, knowledge of genes responsible for salinity tolerance has been advanced 
greatly by the isolation of Arabidopsis mutants with altered salinity tolerance [88]. It 
is clear that adaptation to salinity involves the activation of genes by signal 
transduction involving the SOS pathway, as we previously described. However, 
besides the SOS signal pathway genes (SOS2, SOS3), some genes encoding proteins 
directly affecting ion homeostasis such as the HKTI transporter protein have been 
shown recently to participate in Na+ entry into plants thereby controlling sensitivity 
to NaCI [39]. Genes encoding proteins involved in ABA biosynthesis (ABAIILOS6, 
ABA31L0S5) also result in significant changes in tolerance to salinity when mutated 
[89,90]. The mutation ofnced3, which encodes the ABA biosynthetic enzyme 9-cis
epoxicarotenoid dioxygenase results in impaired accumulation of ABA after stress 
exposure. More rapid germination and plant growth during NaCI stress occurs in the 
mutants, in which the ethylene level does not decrease upon exposure to NaCI 
(Ruggiero et aI., submitted). Mutation of the SOS4 gene which encodes a 
biosynthetic enzyme for pyridoxil phosphate cofactor of the ethylene biosynthesis 
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gene ACC synthase also alters NaCI sensitivity, further implicating ethylene in the 
growth response to NaCI stress [91]. Both ABIl and ABI2, which are required for 
full responsiveness to ABA also alter salinity tolerance after mutation [92, 93]. The 
FRY1 gene that encodes a catabolic enzyme for the signal molecule IP3 mediates 
salinity tolerance through at least partly the control of IP3 induced changes in gene 
expression [94]. The SADI gene encoding a Lsm5-like SnRNP protein is an example 
of a mutation that leads to enhanced expression of several osmotically induced genes 
but results in salt sensitivity presumably because an important function of SAD 1 for 
salt tolerance is lost resulting in increased sensitivity, and this in turn results in an 
increase in salinity responsive gene expression. Alternatively, a separate function of 
SAD I when lost may lead to an enhanced expression of some stress tolerance gene 
separate from a normal tolerance response [89]. 

Surprisingly some mutations in genes encoding proteins that affect what 
otherwise would appear to be normal "housekeeping" metabolic function such as 
mRNA synthesis and processing revealed significant changes in salinity tolerance. 
The SST3 gene (R. Koiwa, unpublished) also affects specifically salinity tolerance 
when mutated. The SST3 protein is involved in the glycosylation process. Mutation 
of the OSMlISYP61 gene affects both, tolerance to salinity and soil desiccation. 
OSMlISYP61 encodes a member of the syntaxin gene family, which is required for 
proper vesicular targeting and fusion to target cell membranes. The OSMlISYP61 
mutation simultaneously controls both stomatal function and root growth in response 
to salinity stress [95]. 

At this time it is clear that numerous genes must function in the adaptive 
response of plants to salinity stress. Indeed, although the functional genetic 
components of salt tolerance so far identified are a modest number, extensive screens 
of mutant collections indicate the participation of many more (http://www.stress
genomics.orgl). Several important challenges remain for the future. Paramount 
among them will be to complete the identification of the genetic participants so that 
classification of genes within functions and their relative importance to function can 
be ascertained. Only then can the true minimal number of genes responsible for 
adaptability be determined. Also a higher order of understanding of the complexity 
of the relationship between plant genotype and phenotype and environmental fitness 
can finally be gained. 

It is also not a minor consideration to point out that most efforts to determine the 
functional relationship between genes and stress tolerance have utilized ectopic 
expression of candidate tolerance genes using constitutive or stress-induced foreign 
promoters in transgenic plants or in yeast complementation experiments. Far fewer 
genes have been identified by loss of function mutation screening so far. It is with 
considerably uncertainty that the natural function of an ectopically expressed gene be 
assigned to function in controlling the observed phenotypic effect that altered 
expression produces. It has been pointed out previously that ectopic expression can 
often lead to protein interactions that do not occur naturally. In fact, all ectopically 
expressed genes that produce an altered phenotype should be examined also in loss 
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of function (knock-out experiments as well) [1]. We will need to be much more 
comprehensive in mutation screening in the future. It may be assumed that another 
higher stage of endeavor to control stress tolerance will result from attempts to 
produce more effective signal responses to stress, by the identification of superior 
alleles of the most crucial genes. This process may be carried out through different 
approaches including: 1) in vitro mutagenesis followed by selection for altered 
phenotypes in model selection systems with very high transformation efficiencies 
such as yeast (when gene function is applicable to yeast) or even in Arabidopsis; 2) 
by site-directed mutagenesis when sufficient information is available for structure 
lfunction assessment, or 3) by searching for superior orthologs in plant species that 
are naturally salt tolerant (halophytes). This latter approach may offer great promise 
since recently the relationship between gene sequences of halophytic and non
halophytic types of closely related species has been found to be highly similar [96]. 
This indicates that especially effective halophytic versions of genes may be easily 
identified and isolated by bioinformatics and PCR approaches. 

4. PHYSIOLOGY OF SALT STRESS TOLERANCE AT WHOLE PLANT 
LEVEL 

4. 1. Water movement and salt loading to the shoot 

The physiological response to salt stress in the whole plant system has been 
extensively studied in terms of water and salt movement in the soil-plant-air 
continuum [97]. Although environmental variables may simultaneously affect plant 
growth and salt tolerance, little attention has been put on the regulation of salt 
loading to the shoot relatively to the growth rate of the plant [98]. This is not a trivial 
issue since a dilution of the cellular ion content resulting from an increased cellular 
growth rate may increase the salinity tolerance threshold, without affecting any 
specific salt tolerance determinant other than growth response. Since the growth rate 
is universally inhibited upon salt stress, then it is apparent that growth rate and salt 
stress adaptation are somehow linked [21]. Considering that plant growth can be 
affected by both variable salinity of the root zone and sub-optimal environmental 
conditions, Dalton et al. [98, 99, 100] have recently highlighted the intrinsic 
limitations of assessing plant salt tolerance based only on root-zone-salinity. They 
proposed an alternative index (Salinity Stress Index) to assess plan salt tolerance, 
which is based on the accumulated shoot chloride vs. total shoot biomass. In contrast 
to the root-zone salinity index, the SSI provides an environmentally invariant 
measure of plant salt tolerance because it integrates biochemical and variable 
physical parameters in the soil-plant-air-continuum, which control salt loading to the 
shoot and also simultaneously affect transpiration and growth [99, 101]. Comparison 
of plant salt tolerance based on the traditional root zone salinity index and the 
recently proposed SSI at varying environmental parameters revealed that whereas the 
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apparent salinity tolerance (i.e. the biomass produced at increasing soil salinity) may 
increase upon variation of environmental factors such as root temperature, 
photosynthetic photon flux density (PPFD) or atmospheric CO2, the shoot cr 
concentration is a rather stable parameter and, consequently, a better interpretation of 
the intrinsic plant salt tolerance properties (Table 2). The SSI does not allow us to 
assess the relative partitioning (cytoplasm vs. vacuole) within the shoot of the 
specific ion considered (CI} However, it indicates that salt loading relative to the 
shoot growth rate is a parameter that may be altered by manipulating the root/shoot 
ratio and/or the function of root/shoot in water and ion transport [98, 99]. Variation 
in root architecture has been documented and in some instances has been linked to 
adaptation to salinity and drought stress tolerance [102, 103, 104, 105]. The co
ordination of root development with the pattern of seasonal fluctuations of soil 
salinity also may affect plant adaptation to hyperosmotic environments [104, 105]. 

The possibility of testing the effect of different root morphologies in saline 
environments is greatly facilitated by the availability of single gene mutations 
responsible for changes in root morphology in isogenic backgrounds and has been 
discussed in more detail in Maggio et al. [4]. This may be a useful approach to 
identify specific genes that function in salt tolerance and to identify their 
counterparts in agriculturally important crops. 

4.2. Role of aquaporins 

Most attention has been focused on the role of aquaporins in roots for several 
reasons. First, the root system is the organ responsible for water (and solute) uptake 
and distribution into the plant and roots are directly exposed to variations in soil 
water potential. Second, the variability of root hydraulics has been known for many 
years, but no clear connections have ever been demonstrated between such 
variability and stress adaptation. Third, the first in vivo evidence for aquaporin 
function was documented in roots [106]. Water flow through the roots occurs via 
both apoplastic and cell-to-cell pathways (symplastic, i.e. through plasmodesmata 
plus transcellular, across cell membranes). Aquaporins may affect the symplastic 
pathway and directly regulate the rate of both inter- and intracellular water transport 
[68, 107]. The function of water channels has been associated with several 
physiological circumstances in which the regulation of water movement is assumed 
to be critical, including drought and salt stresses [73], circadian rhythms of water 
fluxes [108, 109], diurnal adjustment to transitory stresses (midday water stress), 
reverse gradients of water potentials (night) and re-equilibrium of the 
vacuole/cytoplasm water potentials. Current models that are used to explain the role 
of plant aquaporins are based on the existence of fine and coarse regulation of water 
movement. According to the composite transport model [73] transient responses to 
changes in the external water potentials (non-steady state conditions) may be under 
the regulation of water channel activity. In contrast, at steady state water fluxes 
(actively transpiring plants) the function and regulation of aquaporins may be less 
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critical [73]. Developmental regulation of water fluxes and the relative contribution 
of the apoplastic vs. symplastic pathway during the growth cycle have to be 
considered, also [74]. 

The elucidation of the aquaporin role at cell, tissue, organ and whole-plant levels 
are limited by the absence of "good" aquaporin mutants. The abundance and 
complexity of TIPs and PIPs (23 MIPS in Arabidopsis thaliana) renders the 
generation of knock-out lines very difficult and even the reverse genetic approach 
has been so far unfruitful in studying aquaporin function in plants. Alternative 
strategies may aim to identify guard cell and endodermis expressed PIPs (or TIPs) 
using guard cell (KAT) and endodermis (SCARECROW) specific promoters fused 
to the cytogenic marker green fluorescent protein (GFP) [110,111]. Plants 
transformed with this gene fusion can be used to isolate nuclei or protoplasts from 
guard cell or endodermis by flow cytometry [112]. A cDNA library can then be 
constructed from the sorted cells or nuclei, which can be subsequently screened 
using PIP consensus sequence probes. This can be used to target specific knock-out 
lines for guard cells and endodermis-expressed PIPs. 

5. CONCLUSIVE REMARKS 

Functional assessment of plant salt tolerance is increasingly invoking a greater 
connection between molecular genetic and physiological analyses (Figure I). The 
increasing availability of mutants with altered responses to salinity in Arabidopsis 
and other agriculturally important species is generating an unprecedented important 
resource for plant physiologists and agronomists that are now called to transfer this 
genetic knowledge and resource into a better understanding of salinity tolerance at a 
whole plant level, and more importantly to an ecological level that explains the 
dramatic difference in salt tolerance between plant species (halophyte versus 
glycophyte). This approach will generate a new level of information to identify novel 
strategies to improve plant salt tolerance. We will possibly be surprised to find out 
that physiological mechanisms, which may have been recognized in the past as 
fundamental dogmas in salt stress adaptation may eventually be understood to have 
only a limited function in salinity tolerance in a field context. 
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Figure 1. Plant response to soil salinity: Increasing concentration ofNaCI in the solution in 
contact with the roots initiates adaptive responses. which involve activation of specific 
metabolic pathways and growth regulatory processes. Overtime, the control of water 

transport and ion homeostasis/detoxification at cellular level has to be tightly linked to plant's 
ability to modulate the flux of toxic ions to the shoot relatively to its growth rate. 
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Table 1. Arabidopsis genetic loci identified by loss-of-function screening that affect salt stress 
tolerance 

Locus symbol Encoded product GeneBank TAIR 
accession accessio 

n 
HKTl Na + transporter AF237672 At4g103 

10 
SOS1 Na+/H+ antiporter AF256224 At2g019 

80 
SOS2 Ser/thr protein kinase AF237670 At5g354 

10 
SOS3 ci+ sensor AF060553 At5g242 

70 
SOS4 pyridoxal 5-kinase AF400125 At5g378 

50 
ABAlILOS6 zeaxanthin epoxidase AY093145 At5g670 

30 
ABA31LOS5 molybdenum cofactor sulfurase AY034895 Atlg165 

40 
ABIl Type 2C protein phosphatase X77ll6 At4g260 

80 
ABI2 Type 2C protein phosphatase Y08965 At5g570 

50 
FRY1 Inositol polyphosphate AY034894 At5g639 

l-phosphatase/3'(2')5'- 80 
bisphosphate 
nucleotidase 

SAD1 Lsm5-like snRNP AY034896 At5g488 
70 

OSMlISYP61 syntaxin AAL59937 Atlg284 
90 

SST3 Glycosil transferase AY056l9l 
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Table 2. Tomato root zone salinity and SSI thresholds in response to environmental 
variables * 

Environmental Root zone salinity Leaf Cf concentration 
parameter (Maas-Hoffman threshold) (SS1 threshold) 

[mMCf} [mmol gDWl} 

Root Temperature 33 1.10 
(1 8°C) 

Root Temperature 64 1.19 
(25°C) 
PPFD 

(400 mmol m2 sec· l ) 28 0.97 

PPFD 28 0.97 
(600 mmol m2 sec· l ) 

Atmospheric CO2 51 1.0 
pOO 22m} 

* (After Ref 98-101) 
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Abstract. Drought is the most important abiotic stress curtailing crops' yield world-wide. This chapter 
provides indications on how conventional and non-conventional approaches can contribute in furthering 
our understanding of the bases of the adaptive response of plants to drought and how such knowledge can 
be exploited to improve the yield and sustainability of crops under conditions of water deficit. The 
identification of the appropriate morpho-physiological and/or biochemical traits to indirectly improve 
crops' yield and its stability under drought is a difficult task. Among the available options, traits directly 
related to yield (e.g., yield components) or traits integrating information on metabolic processes 
throughout the plant life cycle (e.g., stable carbon isotope discrimination) are particularly valuable. Traits 
related to the phenology of the crop (e.g., early vigour, flowering time, etc.) have been successfully 
exploited to indirectly improve yield under drought conditions. Other biochemical traits (e.g., 
accumulation of drought-induced proteins) improving the survival of the plant under severe conditions of 
dehydration may not be of great relevance in the majority of the field conditions experienced by crops, 
when escape and avoidance mechanisms playa more pivotal role. As to the role that the novel approaches 
will play in integrating conventional breeding practices, marker-assisted selection is likely to provide 
meaningful contributions for improving yield and its stability under drought conditions, while it remains 
to be ascertained to what extent genetic engineering may also contribute in such direction. Although very 
encouraging results have been reported with genetically engineered plants grown under controlled 
conditions, scanty evidence indicates a similar benefit under field conditions. A better understanding of 
the intricate signalling pathways involved in the adaptive response to drought coupled with the targeted 
manipulation of the regulatory genes controlling the expression of large suites of drought-regulated genes 
will provide better opportunities to more effectively tailor drought-resistant crops. 

1. INTRODUCTION 

The serious challenges posed by the effects of drought at all levels of human society 
have long been recognized [1]. In most of the less-developed countries (LDCs), the 
major staple crops, particularly cereals, are grown under rainfed conditions in 
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environments often characterized by relatively low and erratic rainfall. While 
intermittent precipitation causes large yearly fluctuations in cereal production, 
terminal drought and heat usually represent the most critical and common constraints 
to cereal production in LDCs. In maize grown in the tropics it has been estimated 
that ca. 24 million tons of grain are lost on a yearly basis because of insufficient 
water, with losses reaching up to 60% of well-watered production [2]. Additionally, 
drought stress also limits the uptake of nitrogen and other nutrients, thus impairing 
kernel development and negatively affecting its nutritional value. The advancing of 
desertification and/or unsanitary conditions due to lack of water plague vast areas in 
Sub-Saharan Africa and many peri urban areas of the tropics. It is estimated that of 
the total water available world-wide, ca. 80% is used for irrigated agriculture. 
Clearly, in view of the fast increasing demand for water uses not related to 
agriculture, a higher proportion of the available water will be diverted to 
stakeholders other than farmers, thus calling greater attention to the release of 
cultivars with an improved water-use efficiency (WUE). 

The deployment of biotechnological tools and strategies (e.g., marker-assisted 
selection, genetic engineering, microarrays, etc.) that can contribute to breed for 
more drought-resilient crops and improve their WUE is not a complete answer to the 
development of a more sustainable agricultural production. Similarly, traditional 
technologies alone, such as conventional breeding and irrigation, cannot provide in 
the foreseeable future the solutions required for increasing as necessary the 
agricultural outputs in LDCs while preserving long-term sustainability. Irrigation is 
often economically infeasible not least as water needed for irrigation is unavailable 
in the immediate area. Furthermore, in regions that are becoming more arid (e.g., the 
Mediterranean basin), irrigation unavoidably increases the vulnerability of the 
environment, particularly soil erosion [3] and salinization [4]. It has been estimated 
that ca. 20% of irrigated soils is under risk of salinization, while each year ca. 1 % of 
all irrigated soils is lost consequent to an excessive accumulation of salt. In addition, 
irrigation can also increase the risk of nutrient leaching, groundwater spoilage and 
ground water contamination, all of which reduce quality oflife. 

Therefore, the predicted effects of climate change [5] emphasize the need to 
urgently explore and develop new methods to more effectively improve the long
term sustainability of agricultural production. This includes the screening and use of 
available genetic resources and studies on crop management methods to increase the 
efficiency of water and nutrient use. The effects of climate change on water 
availability differ from region to region with, for example, Finland becoming wetter 
and Spain becoming drier. Studies are needed to understand the effect of 
environmental factors on crop water relations, to identify the genes controlling water 
economy of crops exposed to drought and to devise effective breeding strategies to 
improve WUE. While these studies are more urgently needed in the crops more 
important for feeding mankind, current progress in understanding and comparing the 
genetic make-up of cereals means that it is particularly convenient to examine 
progress in these species. Additionally, studies in Arabidopsis, a model species for 
genetic analysis [6], have permitted the identification of genes underlying important 
physiological processes. Thus, in tum, it may be possible to use DNA sequences 
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from Arabidopsis to monitor and manipulate gene expression in crop species. 
Analogously, the availability of the complete genome sequence in rice [7] is a 
valuable and unparalleled resource for gene discovery in other cereals and grasses. 
Water shortages in LDCs consequent to climatic changes have the potential to 
decrease social coherency and may result in an unequal basis for rural development 
in association with a reduced employment in the agribusiness sector. In the long 
term, the ability to foster the cultural heritage is decreased especially in areas 
suffering most severely from water shortages induced by climate changes. 
Furthermore, sustaining agricultural landscape and its natural habitats is important 
from an environmental, social and economic perspective. The development of crops 
using less water per unit of produced biomass, hence having a better capacity to 
tolerate and cope with water shortages, is thus highly desirable. An increased WUE 
concomitantly improves uptake and utilization of nutrients which is important for 
preserving the environment while enhancing the profitability of the agricultural 
system and farmers' livelihoods. 

2. DEFINING YIELD COMPONENTS UNDER WATER-LIMITED 
CONDITIONS 

Yield results from many developmental and physiological processes such as apical 
differentiation, seedling growth, water and mineral uptake, carbon fixation, dry 
matter translocation and maturation. In tum, each one of these processes results from 
biochemical pathways that are catalysed by enzymes, whose activity is influenced by 
environmental factors. In cereals, grain yield is related to more simple components 
which, as such, are more suitable for genetic analysis: 

GY = NEm-2 x NK x KW 

where GY = grain yield; NEm-2 = number of ears per m2; NK = number of kernels 
per ear; KW = kernel weight. 

In water-stressed environments, a more meaningful formula was suggested 
by Passioura [8]: 

GY=Wx WUExHI 

where W = total amount of water transpired by the crop; WUE = water-use 
efficiency, i.e. the amount of biomass produced per unit of transpired water; HI = 
harvest index, i.e. the ratio between GY and total biomass. In this formula the 
importance of total biomass (W x WUE) and its partitioning (HI) are emphasized 
and the critical nature of WUE becomes obvious. In low-stress environments, HI has 
been improved particularly by the use of dwarfing genes [9]. Biomass production 
has been extensively studied and useful levels of genetic control have been identified 
[10]. The interdependence of individual traits was underlined in a study of droughted 
pearl millet conducted by Yadav et al. [11]. They concluded that the quantitative 
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trait locus (QTL) alleles that contributed to an increased drought tolerance did so 
either through better than average biomass productivity or HI. 

As compared to the formula suggested by Passioura, the formula suggested by 
Edmeades et al. [2] incorporates greater physiological complexity: 

GY=RADx %RIxGLDxRUExHl 

where RAD = incident solar radiation received per day; %RI = percent intercepted 
radiation over crop life cycle; GLD = green leaf duration; RUE = radiation use 
efficiency over the life of the crop; HI = harvest index. Few studies have 
investigated radiation interception [12] and because of the difficulty in taking 
measurements they have been confined to cultivars rather than populations suitable 
for QTL detection. 

Yield and its components, as well as all other quantitative traits, are subject to 
environmental influences that lower their heritability (i.e. the percentage of the 
phenotypic variation under genetic rather than environmental control). High 
heritability values indicate a better chance of reliably detecting QTLs with effects 
large enough to warrant the use of marker-assisted selection. It is thus important to 
obtain unbiased estimates of heritability, which is possible only when a rather large 
number of separate experiments are considered. In the case of simple GY 
components in cereals, heritability is higher than that of the composite trait, i.e. GY. 
This is often not the case for many of the physiological traits that have been 
considered in studies aimed at identifying reliable and useful predictors of GY in 
water-limited conditions [13]. In fact, one important prerequisite for selecting a 
physiological trait to improve yield is that its heritability is higher than that of yield 
itself. Other desired prerequisites include a high genetic variance of the 
physiological trait coupled with the possibility to perform a reliable, early screening 
at low cost in different environments and/or experimental conditions. 

3. MECHANISMS CONFERRING TOLERANCE TO DROUGHT 

Severe drought is an environmental stress that can lead to plant death. Different 
mechanisms allow crops to escape, avoid and/or tolerate the deleterious effects of 
drought [14-18]. Crops in mainstream agriculture also experience transient drought 
episodes which reduce yield but do not usually cause a complete crop loss. The 
environmental conditions of these two situations overlap because of the world-wide 
variability of rainfall and evapotranspirative demand of each crop. Strategies for 
developing new cultivars tolerant to drought stress range from the analytical almost 
"gene-by-gene" approach [19-22] to the development of tolerance by breeding 
approaches [23,24] possibly followed by a retrospective analysis of related changes 
in traits other than yield [2, 25]. Ludlow and Muchow [16] distinguished traits 
related to drought escape and drought resistance, with the latter further subdivided 
into those conferring dehydration avoidance or dehydration tolerance. Dehydration 
avoidance depends on maintenance of turgor through an increase in water uptake 
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and/or reduction in water loss. Dehydration tolerance depends on biochemical 
mechanisms allowing the cell to tolerate water loss. A number of reviews [15, 18, 
23,24,26-30] have extended these concepts to a wide range of crops. 

Drought escape is typified by early flowering in barley [31], rice [32] and wheat 
[33] where "stored" water is exploited before the onset of seasonal drought. In crops 
of the Mediterranean and temperate regions, photoperiod sensitivity is a widespread 
mechanism that allows flowering to match the period of maximum solar radiation. 
An appropriate match between crop phenology and the prevailing environmental 
conditions will maximize seedling biomass production. Biomass components include 
structural and metabolic elements, which have often been modelled to investigate 
sink-source relationships [34, 35]. Unless early growth and development provide the 
appropriate plant structure, yield potential cannot be realized by the re-mobilization 
of soluble carbohydrates, as reported for dwarf sorghum [36]. A striking difference 
between early and late maturing genotypes is often seen in differences in leaf area 
duration and the development of crop biomass [34]. Leaf area duration is important 
in stressed environments because early leaf senescence may reduce photosynthesis. 
During maturation, delayed leaf senescence (stay-green) is a major component of an 
increased carbon export from leaves in Lolium temulentum and, consequently, an 
improved productivity [37]. "Stay-green" traits have been described in many other 
species such as tomato [39], Capsicum annuum [39], Pisum sativum [40], sorghum 
[41-43] and maize [44] and a number of underlying mechanisms have been 
identified [37]. 

Dehydration avoidance involves mechanisms that allow the plant to maintain a 
relatively higher water status, thus avoiding the deleterious effects of dehydration. 
This strategy implies a higher capacity to extract water from the soil layers (e.g., a 
deep root system [45]) and/or a lower water loss from the canopy (e.g., leaf rolling). 
In rice, Fukai and Cooper [46] suggested that root traits allowing access to additional 
water played a more important role than traits reducing water loss. Other 
mechanisms can contribute to dehydration avoidance. In Phaseolus acutifolius, high 
yield in drought conditions was associated with deep root penetration and a higher 
stomatal sensitivity to dehydration [47]. The importance of a deep root system has 
also been repeatedly emphasized in rainfed rice [48, 49]. In sorghum, a thicker 
epicuticular wax layer contributed to dehydration avoidance [50]. 

Dehydration tolerance depends on osmotic adjustment [15, 51] or "stay-green" 
traits [15, 52]. In Poa bulbosa, dehydration tolerance was associated with, but not 
fully explained by, the expression of specific dehydrin proteins [53]. Osmotic 
adjustment has received considerable attention as a key mechanism for drought 
tolerance since the accumulation of solutes within the cell maintains turgor [15]. 
Osmotic adjustment is not a constitutively inherited trait but is induced by drought; 
interestingly, some cereal cultivars capable of high osmotic adjustment produce 
longer roots and higher root biomass [51, 54]. Scavenging of free radicals may also 
play an important role in mitigating the damage to the biochemical machinery of the 
cell consequent to an excessive redox potential that usually occurs during drought 
episodes [55, 56]. This is an obvious area for future investigations attempting to 



76 R. TUBEROSA ET AL. 

integrate the information from studies on the interaction between genotype and 
environment and the integration of response signals within the plant. 

3.1. Examples in cereal crops 

Herein, we briefly summarize some case studies in barley, maize and rice, three 
major crops that have been extensively investigated for the secondary traits and 
morpho-physiological mechanisms conferring drought resistance as well as for the 
identification of the corresponding genes and/or QTLs. The use of QTL mapping to 
dissect the genetic basis of grain yield (GY) and other secondary traits under drought 
conditions is more extensively examined in section 4.1. As to wheat, another major 
cereal crop that is often grown under water-limited environments, the relevance of 
secondary traits in determining drought resistance has been extensively discussed in 
a number of recent articles [57-61]. Additional studies on other crops have recently 
been reported in a special issue edited by Griffiths and Parry [62]. 

3.1.1. Rice 

In rainfed ecosystems, water stress is the abiotic factor most severely curtailing rice 
production [63, 64]. The magnitude and relevance of this problem is evident in 
consideration that rainfed rice represents ca. 45% of the total area planted with rice. 
A comprehensive special issue edited by Wade on the improvement of tolerance to 
abiotic stresses in rainfed lowland rice has recently appeared [63]. These studies and 
the progress in the development of new breeding strategies [48, 49] compare starkly 
with the review of rice breeding in India between 1965 and 1975 [65]. Although 
drought was recognized as a factor that limited GY, no crosses were made to 
improve tolerance as programmes mainly concentrated on the use of dwarfing genes 
to increase lodging resistance and GY. This omission has now been repaired, since 
in the past decade the genetic control in drought-stressed rice of root length, root 
weight, stomatal frequency and other drought-related traits has received an 
increasing attention [32, 48, 49, 66, 67]. 

Rice landraces have been the subject of similar studies [68] to identify novel 
genes for drought tolerance. Wade and colleagues [63, 64] reviewed genotype X 

environment interaction in rice over the entire Asian region. They classified a 
sample of rice cultivars as drought susceptible, stable over all environments, 
specifically adapted to recovery after drought or adapted to a late-occurring drought. 
This study identified a panel of cultivars that could be used to categorize specific 
environments. 

In rainfed rice breeding, there are no obvious target traits such as reducing the 
anthesis-silking interval in maize [2] or improving "stay-green" in sorghum [69, 70] 
that result in an increased drought tolerance [32, 71]. Hence, research has primarily 
focused on identifying traits that are thought to contribute to drought resistance such 
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as leaf rolling, stomatal response, cuticular waxes, WUE, osmotic adjustment, 
membrane stability and photo inhibition resistance. 

3.1.2. Maize 

It is interesting to compare the trait-analysis approach used in rice with the review of 
Bruce et al. [72] in maize. Maize productivity has improved rapidly since the 
introduction of single-cross hybrids and modem hybrids show improved yield and 
yield stability under drought [73]. Selection for a shorter anthesis to silking interval 
(ASI) has been a major factor in improving drought tolerance, particularly in the 
breeding program carried out at CIMMYT [2, 74]. If ASI is prolonged, then pollen 
shed may occur too late for fertilization, thus causing an increased ear sterility and 
lower GY [2]. A drought episode coinciding with flowering can reduce GY two to 
three times more when compared to drought episodes of similar intensity occurring 
at other growth stages. The particularly high sensitivity of maize to drought at 
flowering has been related to its peculiar floral structure, characterized by separate 
male and female organs and the almost synchronous development of florets on a 
single ear [2]. Under this respect, ASI represents an easily scorable indicator of 
assimilate partitioning to the ear, and possibly also of the water status of the plant. 

A large-scale breeding programme at CIMMYT, starting with a single 
population in 1975 and later extended to five additional populations, resulted in a 
GY increase of more than 130 kg/halyear [72]. This followed after eight cycles of 
recurrent selection and was consistent over a wide range of test sites. GY was the 
target trait and all other traits were considered to be secondary and not given high 
priority in selection. However, an effect of selection for higher GY was associated 
with changes in other characters such as reduced barrenness, slightly earlier anthesis, 
reduced number of spikelets, more rapid ear growth, reduced ASI and reduced root 
biomass in the top 50 cm of the soil [25, 75, 76]. It was suggested that the decrease 
of root biomass to selection for higher GY under drought was due to the assimilate 
cost of a sustained growth of the root at flowering, i.e. when the availability of 
assimilates limits sink size. Furthermore, it was particularly striking that no change 
was seen in any trait more directly associated with water stress, such as plant water 
status, osmotic adjustment and canopy temperature. This does not imply that these 
traits have no adaptive value; simply, they were not associated with an advance in 
GY under drought conditions in that particular environment. Bruce et al. [72] 
concluded that when the GY components are set at different stages, such as in 
cereals, it is helpful to consider changes in plant life cycle. It is evident that the 
molecular genetics of kernel development will become the main focus for research in 
GY and its stability under drought conditions. 

3.1.3. Barley 

A primary aim of a breeding program is to match the life cycle of a crop to the local 
environment, hence the possibility of sowing spring barley in Scotland in March and 
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the same cultivars being sown in the autumn in Spain. The seasonal shift allows the 
drought and heat typical of Mediterranean climates to be avoided in part, although 
not completely as indicated by changes in grain biochemistry [77]. The underlying 
phenomenon in both scenarios is that the time from sowing to flowering matches the 
availability of rain or stored soil water. This allows for a vigorous seedling growth, 
with some evidence in barley of genetic loci that are independent of dwarfing genes 
[78]. The plant cannot develop an optimal structure unless it has a functional root 
system. Genetic variation for root length has been reported in wild barley [79]. 
Therefore, domestication of barley may have resulted in changes in size and/or 
architecture of root systems; more work is required to establish the extent of the 
modification. 

The effects of drought on the physiology of the barley plant relate to the life 
cycle of the crop. In barley, plant development and growth begins with germination 
and reactivation of the meristems. Stem apex development critically depends on 
temperature and daylength [80] while the processes of root initiation are less well 
understood. Tiller emergence and survival are fixed by the rate of growth and the 
time of canopy closure. GY is limited by the absorption of solar radiation, the 
efficiency of conversion to dry matter and leaf senescence. 

Germination begins when the dry grain imbibes water. In normal field 
conditions there is sufficient water to initiate germination soon after the crop is 
drilled. Germination is inhibited by drought, as the top 4-5 cm of soil can often be 
completely dry. When the soil is dampened by light, intermittent rainfall, 
germination can be followed by death of the seedlings. This indicates that 
germination and crop establishment constitute a vulnerable stage of crop growth. 
Until the roots are deep enough to contact soil moisture in the sub-soil, the seedling 
will be threatened by drought. 

The life cycle of a barley crop after seedling emergence is a series of discrete 
phases: apical differentiation, tiller emergence, stem extension, ear growth, anthesis, 
grain filling and maturity [81]. The physiology of plant development and growth 
have been analysed in a number of studies [80, 82, 83] that focus on the need for 
greater partitioning of dry matter into the apex. Small changes in apex size, through 
either larger embryonic meristems or through a reduction in main-stem apical 
dominance, can increase yield potential in drought-stressed environments. Before 
this potential can be achieved, the photosynthates fixed by the canopy have to be 
remobilised into the grain by a series of complex metabolic pathways. 

Time of heading is of vital importance as, by this point, main-stem extension is 
complete, apical primordium differentiation ceases and tiller growth stops. Anthesis 
can occur near the date of heading but is difficult to record in closed-flower 
accessions where inflorescences need to be dissected for precise observation. Late 
heading results in a crop that is difficult to harvest in wet environments while early 
heading can result in a profusion of secondary tillers that ripen too late. Time of 
heading is affected by many genes such as those controlling response to 
vernalization and daylength as well as earliness per se [84-88]. 

Early flowering, conditioned by a daylength response and low vernalization 
requirement, is appropriate for Mediterranean latitudes. Typically, in dry, rainfed 
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situations early flowering is important to exploit winter rainfall and escape drought 
stress associated with high temperatures in mid-summer [31]. In contrast, the highest 
spring barley yields occur in moist, cool environments in which long days allow 
slow plant development [80, 89-91]. In contrast to heading date and like anthesis, 
apical primordium differentiation is difficult to observe and there are no recent 
reports of the genetic control of the rate of apical differentiation. Kirby [83] 
suggested a developmental template that could be used to relate apical development 
to the rate of leaf appearance. In barley, six QTLs have been identified to control the 
number of leaves of the main culm [78, 92]. The initiation of tiller bud growth, 
emergence of the tiller from the subtending leaf sheath and the development of a 
fertile ear depend on the availability of water, nutrients and light. When all the 
resources are abundant, high yields result from an increased ear density, consequent 
to an increased tiller survival [92-94]. Tiller emergence can be observed as readily as 
leaf emergence [78] but careful records are needed to ensure that later seedling 
growth is recorded correctly. By the time of heading (ear emergence) a number of 
main-stem leaves will have senesced and may no longer be visible in dissected 
seedlings. The common effects of abiotic stresses are to restrict the accumulation of 
dry matter [91] and to increase rates ofleafsenescence. 

In addition to morphological features, abiotic stresses modify biochemical 
pathways within the barley plant. These effects are even less accessible than apical 
development and are difficult to analyse in mapping populations. This is all the more 
so given the complexity of abiotic stress tolerance; furthermore, it is important to 
distinguish between the direct effects of genes that confer tolerance and their 
pleiotropic effects or epistatic interactions. Genetic mapping and the measurement of 
discrimination for the natural carbon isotopes e2C and t3C) to integrate the stress 
response have been suggested as a possible approach [95]. Carbon isotope 
discrimination (ot3C) values are interpretable in terms of a well-established 
physiological model [96]. Conditions which induce stomatal closure (e.g., water 
stress, either directly or indirectly through salinity and freezing) restrict CO2 supply 
to carboxylation sites, thus reducing (i\3C. Shoot (i\3C was more heritable than other 
seedling traits [78] and this seems to be a general property for all the Triticeae as 
similar data were found in wheat [97]. The implication is that a reasonable 
proportion of the phenotypic variation in plant Ot3C can be genetically manipulated. 
However, the relationship between Ot3C and barley yield is complex and early 
attempts to develop (it3C as a direct assay for yield in barley were not successful 
[98]. The reasons for this are suggested by the results of Ellis et al. [78]: only one of 
the three primary QTLs for GY was associated with a primary QTL for stem ot3C. 

4. MOLECULAR APPROACHES FOR DISSECTING THE MOLECULAR BASIS 
OF DROUGHT TOLERANCE 

Improving GY under drought would greatly benefit from a more accurate dissection 
of the molecular processes involved in sensing changes in water status and signalling 
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such changes to drought-inducible genes capable of mitigating the effects of 
dehydration either through an accumulation of specific proteins/metabolites and/or 
through adaptive changes in plant architecture and its metabolism. While traits 
related to the function of a single gene can be handled in a fairly straightforward 
manner, more sophisticated approaches are required to deal with the traits 
determining GY under drought conditions, due to the their low heritability [16, 18, 
99]. However, as suggested by Blum [27], the complexity of drought tolerance can 
be greatly reduced if two major points are considered: 1) a number of plant traits 
crucial for the control of plant water status and yield under drought are constitutive 
and not stress adaptive; 2) plant water status, more than plant function, controls 
crops performance under drought. In the following paragraphs we will describe how 
a number of molecular approaches can help us to unravel the complexity of drought 
tolerance in crops. 

4.1. Applications of QTL analysis 

The identification of QTLs provides excellent opportunities for an interdisciplinary 
approach among molecular geneticists, physiologists and breeders. One of the 
advantages is that genetically complex ( quantitative) traits can be resolved into 
single components (i.e. the QTLs) and the corresponding chromosome regions 
manipulated at will and investigated in much greater detail by using near isogenic 
lines at target QTLs. This, in tum, will allow us to elaborate models for predicting 
the variation in phenotype due to particular alleles and to acquire a more refined 
mechanistic understanding of phenotypes corresponding to particular genotypes 
[100, 101]. Because obtaining a mapping population suitable for identifying QTLs is 
no trivial undertaking in terms of resources and time required to complete the study, 
particular attention should be devoted to the choice of the target traits and the 
parental lines of the mapping population. Among the drought-related traits that have 
been the subject of QTL analysis, the current understanding of their breeding value 
is only good for the anthesis-silking interval in maize [44, 74, 75, 102] and is 
otherwise poor (e.g., root traits) or even controversial, as in the case of abscisic acid 
[15, 17, 101, 103-108]. 

To a certain extent, QTL analysis allows us to determine whether the genetic 
association between a particular trait and yield is more likely to be caused by to 
pleiotropy or linkage. The interpretation of the results obtained with these studies is 
easier with traits whose effects on yield, on a physiological basis, are preferentially 
unidirectional. An example is provided by anthesis-silking interval (ASI) in maize, 
where the most critical stage in terms of deleterious effects of drought on GY is just 
prior to and during flowering [109-111], thus leading to a negative association of 
ASI and GY under drought conditions [25, 75, 112]. In this case, the relative 
additive effects of the QTL for the two traits will have opposite signs. For each trait, 
the relative additive effect of a QTL is computed according to the formula (AlAI -
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A2A2)/2, where AlAI and A2A2 represent the mean phenotypic values of the two 
groups offamilies homozygous for the parental QTL alleles (AI and A2). 

More in general, variations in the temporal expression patterns of the gene/s 
underlying a QTL may have contrasting pleiotropic effects on final yield according 
to the growth stage of the plant and/or the prevailing environmental conditions that, 
according to the crop, limit relocation of assimilates to and accumulation in the grain 
or other storage organs (e.g., bulbs, tubers, seeds, fruits, etc.). 

4.2. Identification of QTLs for yield and related traits under water-limited 
conditions 

The large number (ca. 80) of studies reporting QTLs under drought conditions 
confirms the current interest in this approach. The vast majority of these reports have 
been conducted in cereals, in view of the availability of several mapping populations 
for these species. The extensive synteny (i.e., conservation of the linear order of 
genes on the chromosomes of different species) existing among closely related 
species allows for a comparative analysis of QTL data in cereals, thus augmenting 
the value of these studies and their interest for possible applications (e.g., marker
assisted selection, cloning, etc.). However, recent results based on sequence identity 
to determine the correspondence between the rice chromosomes and those of the 
other cereals [7] have revealed a picture considerably more complex than that 
previously obtained through comparative mapping [113]. 

Among the studies reporting QTLs for drought-related traits, only a limited 
number have been considered herein. With only a few exceptions, all these studies 
have been conducted adopting mapping populations derived from parents belonging 
to the same species. We will first summarize the results obtained with this approach 
and then analyse the results obtained with mapping populations exploring inter
specific variation through advanced backcross QTL analysis as advocated by 
Tanksley and Nelson [114]. 

4.3. Identification of QTLs in mapping populations derived from intra-specific 
crosses 

Herein, we provide an overview of the main results of the cereal crops that have 
been most intensely investigated for drought-related QTLs, namely rice, sorghum, 
maize and barley. Although GY in wheat is also heavily curtailed by drought on a 
global scale, only preliminary results have so far been reported for drought-related 
QTLs [115, 116], mainly due to the limited number of well-developed linkage maps 
available for this important crop. 
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4.3.1. Rice 

Rice is one of the first crops for which a map based on molecular markers was 
constructed [117] and QTLs were identified [118]. Improving the drought resistance 
of high yielding rice varieties for upland areas is an important goal, since upland rice 
relies exclusively on rainfall and, consequently, is generally low yielding. Drought 
resistance is also considered the most complex trait required for rice cultivars grown 
in rainfed lowland [119]. Among all cereals, rice is by far the species which is 
exposed to the widest range of growing conditions in terms of water availability 
(e.g., submerged rice, paddy rice and upland rice) and, consequently, also in terms of 
soil structure and related characteristics. A deep, thick root system has been shown 
to have a positive effect on the yield of upland rice under water stress conditions 
[48]. Due to the difficulty of scoring root traits, marker-assisted selection (MAS) 
could be used for the improvement of root morphology [71, 103]. Therefore, several 
rice studies focused on QTLs controlling root architecture and related traits 
governing the adaptation to a wide range of environmental conditions. For the sake 
of conciseness, the results of only a limited number of these reports have been 
considered. 

Champoux et al. [120] investigated the overlap of QTLs associated with root 
morphology and QTLs associated with drought avoidance/tolerance in the field. 
Root thickness, maximum root length, root-to-shoot ratio, root dry weight/tiller and 
deep root dry weight/tiller were measured in 203 recombinant inbred lines (RILs) 
derived from a cross between C039 an indica cultivar of lowland adaptation and 
Moroberekan, a traditional japonica upland cultivar. The RILs were also grown in 
three field experiments where they were drought-stressed at the seedling, early 
vegetative and late-vegetative growth stages, and assigned a visual rating (based on 
leaf rolling) for their degree of drought avoidance/tolerancc. Correlations of root 
parameters measured in greenhouse experiments with field drought 
avoidance/tolerance were significant but not highly predictive. Twelve of the 14 
chromosomal regions containing putative QTLs associated with field drought 
avoidance/tolerance also contained QTLs associated with root morphology. Thus, 
selecting for Moroberekan alleles at marker loci associated with the putative root 
QTLs was advocated as an effective strategy for altering the root phenotype towards 
that commonly associated with drought-resistant cultivars. 

A sample of 52 lines derived from C039 X Moroberekan were also investigated 
for the presence of QTLs associated with dehydration tolerance and osmotic 
adjustment [121]. The measurements obtained and the QTLs identified were 
compared to those of root traits and leaf rolling scores measured on the same lines. 
One major QTL for osmotic adjustment was suggested to be homologous with a 
single gene previously identified for the same trait in wheat. The putative osmotic 
adjustment locus and two of the five QTLs influencing dehydration tolerance were 
close to chromosomal regions affecting root morphology. In this population, osmotic 
adjustment and dehydration tolerance were negatively correlated with root 
morphological characters associated with drought avoidance. High osmotic 
adjustment and dehydration tolerance were associated with C039 alleles, while a 
larger root system was associated with Moroberekan alleles. 
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The mapping population that has been most extensively investigated for root 
characteristics and other drought-related traits has been derived from Bala X 

Azucena, two drought resistant rice varieties. Azucena has root traits that contribute 
to drought resistance, while Bala has a number of shoot-related mechanisms that 
make it adapted to drought-prone environments. In a number of studies, Price and 
co-workers have reported and compared a vast number of QTLs governing root 
characteristics and other drought-related traits (e.g., leaf rolling, leaf drying, leaf 
relative water content, etc.) under a wide range of experimental conditions [32, 66, 
67,71,122,123]. 

Results on root QTLs obtained with other mapping populations and their 
utilization to improve drought tolerance have been discussed in a number of other 
studies [119, 124-126]. This extensive body of data on different mapping 
populations profiled with a number of common RFLP (Restriction Fragment Length 
Polymorphism) and SSR (Simple Sequence Repeat) markers has allowed a detailed 
comparison of the QTL position for root traits across populations, thus leading to the 
identification of a number of key QTL regions with a more substantial and consistent 
effect in controlling variation in roots [123, 127-129] and other traits [71, 123, 129, 
130]. Based on the results of this comparative analysis a number of NILs and 
backcross-derived lines (BDLs) at target QTLs have been derived using MAS. These 
congenic strains have allowed for a more accurate evaluation of the effects of the 
single QTLs and for ascertaining the presence of epistatic interactions [123, 127]. 

A trait that has received particular attention in upland rice is rooting depth [71]. 
In the same study, QTLs for leaf rolling and leaf drying were also identified but did 
not map to the same locations as those for root traits as would be expected if the 
traits all contributed to drought resistance. A number of reasons for this lack of co
location were suggested, including the difficulty in collecting precise data from field 
trials because of variability in soils and rainfall. 

Finally, a comparative analysis based on syntenic relationships between maize 
and rice presented by Quarrie [103] indicated that at least five QTL regions for root 
traits in Polj 17 x F2 correspond to regions in rice that regulate root characteristics 
[120]. The most notable coincidence was again between the region near umcll on 
chromosome 1 in maize and the region between RGJ04A and RG227 on 
chromosome 3 in rice. This chromosome region of rice also influenced root 
penetration ability [67] and root pulling force [129]. When this approach was applied 
to analyse the correspondence of QTLs for root traits in seven rice and four maize 
mapping populations, a number of syntenic regions showed the presence of QTLs in 
both species [131], thus providing useful information to prioritise the choice of 
QTLs for future efforts aimed at their positional cloning. 

A comprehensive review on QTL mapping in rice, including QTLs for drought 
resistance, has recently been presented by Li and co-workers[132-134]. An 
interesting finding of this study is that most QTLs appear to be epistatic and 
complimentary interaction appears to be the most common form of epistasis. Based 
on these findings, a new strategy of molecular breeding has been developed to 
facilitate simultaneous QTL identification and introgression [134]. 
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4.3.2. Sorghum 

Drought is a major constraint in sorghum production world-wide. Sorghum is well
adapted to hot, dry environments and regarded as a model for studying drought 
resistance among the grasses, particularly maize, due to the extensive synteny 
between the genomes of these two species [113] as well as to the small size of its 
genome. Notably, significant progress in genome mapping of this crop has been 
recently reported [135]. 

In sorghum exposed to drought, rapid and premature leaf death usually occurs 
during grain filling. Premature leaf senescence, in tum, leads to charcoal rot, stalk 
lodging and significant yield losses. More than 80% of commercial sorghum hybrids 
in the U.S. is grown under non-irrigated conditions and although most of them show 
pre-flowering drought resistance, many do not have any significant post-flowering 
drought resistance. Breeding for improving post-flowering drought tolerance in 
sorghum hybrids remains an important priority. Because evaluation of stay-green is 
difficult and unreliable under field conditions due to the unpredictability of moisture 
stress and large environmental interactions, progress in improving stay-green in 
sorghum by conventional breeding methods has been slow. Consequently, increasing 
attention has been devoted to the study of QTLs for stay-green, a post-flowering 
drought resistance trait that contributes to nonnal grain filling and reduces the 
incidence of charcoal rot disease and stalk lodging. 

Tuinstra et al. [69] evaluated 98 RILs developed from a cross between TX7078 
(pre-flowering tolerant but post-flowering susceptible) and B35 (pre-flowering 
susceptible but post-flowering tolerant). In total, 13 QTLs were associated with one 
or more measures of post-flowering drought tolerance. Two QTLs were identified 
with major effects on GY and stay-green under post-flowering drought. More 
importantly, these QTLs also affected GY under fully irrigated conditions. QTLs for 
both rate and duration of grain development were also identified. High rate and short 
duration of grain development were generally associated with larger seed size, but 
only two of these loci were associated with differences in stability of perfonnance 
under drought. Following these encouraging results, NILs were developed to test the 
phenotypic effects of three major QTLs affecting agronomic perfonnance in drought 
and/or well-watered environments [70]. In most cases, NILs contrasting for a 
specific QTL allele differed in phenotype as predicted by the previous QTL study. 
NILs contrasting at QTL marker tM5/75 indicated large differences in GY across a 
range of environments. Further analysis indicated that differences in agronomic 
perfonnance may be associated with a drought tolerance mechanism that also 
influences heat tolerance. Additionally, NILs contrasting at QTL marker tH19150 
differed in GY under both water regimes. The analysis of these NILs indicated that 
these differences may be influenced by a drought tolerance mechanism that 
conditions plant water status and the expression of stay-green. NILs contrasting at 
QTL marker t3291132 differed in GY and seed weight. In this case, differences 
appeared to be caused by two QTLs that are closely linked in repulsion phase. 

Crasta et al. [41] evaluated in four environments a set of RILs derived from the 
cross B35 x Tx430 for post-flowering drought resistance and maturity. Three major 
stay-green QTLs (SGA, SGD and SGG) accounted for 42% of the phenotypic 
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variability and four minor QTLs (SGB, SGI.l, SG1.2 and SGJ) contributed an 
additional 25% of the phenotypic variability in stay-green ratings. As to maturity, 
one QTL (DFB) alone contributed 40% of the phenotypic variability, while a second 
QTL (DFG) contributed an additional 17%. Although stay-green ratings were 
significantly correlated (r = 0.22, P 0.05) with maturity, six of the seven stay-green 
QTLs were independent of the QTLs influencing maturity. 

Stay-green was also investigated in two parallel studies conducted on a RlL
mapping population developed from the cross B35 x Tx7000 and tested in seven 
environments [42, 43]. Both studies evidenced four stay-green QTLs (Stgl, Stg2, 
Stg3 and Stg4). Additionally, the comparison of the location of these QTLs with 
those of earlier reports indicated their consistency across different genetic 
backgrounds. A significant epistatic interaction for stay-green and chlorophyll 
content involving Stg2 and a region on linkage group C was also identified, leading 
Subudhi et al. [43] to conclude that Stg2 is the most important QTL for stay-green. 
The same authors suggested targeting the Stg2 QTL region for gene discovery in 
order to improve the basic understanding of stay-green. 

In the case of post-flowering drought stress, lodging can severely curtail GY in 
mechanized agriculture. Kebede et al. [136] searched for QTLs controlling pre
flowering drought tolerance, post-flowering drought tolerance (stay-green) and 
lodging tolerance using a RIL population derived from the cross SC56 x Tx7000. 
The RlLs, along with their parents, were evaluated for the above traits in multiple 
environments. Nine QTLs were detected for stay-green in several environments. 
Comparison of the location of these QTLs with those uncovered in B35 x Tx7000 
[43, 137] indicated that three QTLs on linkage groups A, G and J were consistent. It 
should be noted that line SC56 was derived from a source different from that ofB35. 
More importantly, comparative mapping showed that two of these sorghum stay
green QTLs corresponded to stay-green QTLs in maize. Additionally, these genomic 
regions were also reported to be congruent with other drought-related agronomic and 
physiological traits in rice and maize, which led Kebede et al. [136] to suggest that 
these syntenic regions might be hosting a cluster of genes influencing drought 
tolerance mechanisms in these grass species. In addition, three and four major QTLs 
responsible for lodging tolerance and pre-flowering drought tolerance, respectively, 
were detected. 

Recently, Sanchez et al. [138] presented a comprehensive review on QTLs for 
stay-green, discussed progress towards their physical mapping and critically 
analysed the possible roles and functions of drought-induced genes. Their conclusion 
was that the molecular genetic dissection of the stay-green QTLs, through the 
evaluation of NILs, will provide further opportunities to elucidate the underlying 
physiological mechanisms involved in drought resistance in sorghum and other 
grasses. 

4.3.3. Maize 

In maize, cross-referring QTL studies is facilitated by the fact that the main 
reference genetic map (UMC map) has been subdivided into 100 sectors (bins) of 
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comparable length (ca. 17 cM) and flanked by reliable RFLP markers [139]. The bin 
framework is useful for comparison of QTL positions across maize experiments 
[140] and facilitates the comparison of QTL positions across closely-related species, 
such as maize and rice [103, 131]. In maize, the average genetic length of bins is 
roughly similar to the average chromosome interval supporting a QTL peak. 
Additionally, the UMC map allows us to compare the map position of mutants with 
that of QTLs, thus contributing relevant information for the identification of possible 
candidate genes for a particular trait. This provides the opportunity for testing 
Robertson's hypothesis [141], namely that a mutant phenotype at a particular locus 
may be caused by an allele whose effect is more drastic than that of the QTL alleles 
at the same locus. 

QTLs for abscisic acid concentration. An increase in abscisic acid (ABA) 
concentration is a universal response of plants subjected to drought and other abiotic 
stresses [20, 142-144]. ABA modulates the expression of genes whose products may 
protect the cell from the harmful effects of excessive dehydration [20, 145], a 
condition which in tropical maize occurs more frequently during seedling 
establishment. In maize seedlings subjected to artificially-induced conditions of 
water deficit [144], an increased ABA concentration improved the root-to-shoot 
ratio, an adaptive change which at a later stage can be beneficial for avoiding 
dehydration when water is available in deeper layers of the soil profile. The role of 
ABA in sustaining root cell elongation at low water potential involves an interaction 
with ethylene production [146, 147]. It has also been shown that ABA facilitates 
water uptake into roots as the soil begins to dry, particularly under non-transpiring 
conditions, when the apoplastic path of water transport is largely excluded [148]. 

In maize, results for QTLs for leaf ABA concentration (L-ABA) have been 
reported in three mapping populations [100, 149, 150]. Of the 16 QTLs identified in 
the Os420 x IAB078 background [150], the most important and consistent QTL 
mapped on bin 2.04 near csuJ33. In the same region, a QTL for L-ABA has also 
been described in Polj 17 x F2 [100]. The QTL for L-ABA near csuJ33 has been 
validated by a molecular analysis [151] applied to F4 families derived following two 
cycles of divergent selection for L-ABA in field-grown plants derived from 480 
(Os420 x IAB078) F2 plants [106, 152]. These results prompted the derivation of 
backcross derived lines (BDLs) differing for the parental alleles (Os420 or IAB078) 
at this QTL [153, 154]. A preliminary field evaluation under well-watered and 
water-stressed conditions indicated that the BDLs differ significantly for L-ABA as 
well as root lodging, the number of~rnels/plant and GY, particularly under drought 
conditions [154].' 

For a more targeted manipulation of the QTLs controlling ABA concentration it 
would be interesting to dissect their biochemical and physiological bases. To this 
end, Tuberosa et al. [150] verified whether mapped mutants affecting ABA 
biosynthesis might be possible candidates for the QTLs controlling L-ABA. Using 
RFLP markers common to the reference UMC map and the (Os420 x IAB078) 
linkage map, it was shown that the map position of mutants impaired in ABA 
biosynthesis was always outside the support intervals of the QTLs influencing L
ABA. These results leave the question open as to what sort of genes may underlie 
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these QTLs. Feasible candidates could be the genes influencing the intensity of the 
transduction signal associated with turgor loss following dehydration, a major 
determinant in the regulation of ABA concentration [155] and/or genes controlling 
morpho-physiological traits (e.g., leaf area, leaf angle, root size and architecture, 
osmotic adjustment, etc.) affecting the water balance of the plant and, hence, its 
turgor. Indeed, a fairly extensive overlap among QTLs for L-ABA and QTLs for leaf 
RWC was found in Os420 x IAB078: of the 16 QTLs which significantly affected 
L-ABA, seven concomitantly also influenced leafRWC [101]. At all QTLs but one, 
the corresponding relative additive effects for leaf RWC and L-ABA were 
antagonistic (i.e, +/- or -/+), a result which suggests that in this case L-ABA mainly 
represented an indicator of the severity of drought stress experienced by the plant at 
the time of sampling. Quarrie et al. [156] reported that recurrent selection for GY 
under drought conditions significantly changed allele frequencies at csu133 in two 
populations ("Tuxpefio Sequia" and "Drought Tolerant Population") developed at 
CIMMYT [25, 73]. Collectively, these results further substantiate the importance of 
this QTL region in controlling drought-related traits and GY in maize. 

A high number of QTLs were also found to influence ABA concentration in 
xylem sap and leaf samples collected from drought-stressed plants in the cross 
Polj17 x F2 [100]. All chromosomes, with the exception of chromosome 8, 
harboured QTLs influencing the concentration of ABA. Analogously to what was 
reported in Os420 x IAB078 [150], also Lebreton et al. [100] identified a major 
QTL affecting L-ABA on bin 2.04 near csu133. 

QTLs for root traits. Lebreton et al. [100] searched for QTLs governing root traits in 
the Polj 17 x F2 population, which was also investigated for ABA concentration in 
the leaf and xylem sap. Significant QTLs were detected for the number of both 
seminal roots and roots at the base of the stem, and for root pulling force (RPF). 
Because QTL data were also available for ABA concentration, the relationships 
between root traits and ABA concentration were analysed. In this case, the findings 
supported the hypothesis that ABA concentration was more likely to regulate RPF 
than vice-versa, an interpretation consistent with the positive relationship between 
the endogenous ABA concentration and primary root growth in maize seedlings 
subjected to artificial conditions of drought stress [157,158]. 

As an alternative to field studies, hydroponics offers a number of advantages for 
investigating root characteristics. A major disadvantage of hydroponics is the very 
unnatural environment in which roots grow. Despite this, if QTLs governing root 
traits in hydroponics also regulate root growth in the field, it may be possible to 
identify among such QTLs those with an associated effect on GY under drought 
conditions, provided of course that variability in root traits affects GY. In maize, the 
most comprehensive study for QTLs for root traits in hydroponics was carried out in 
a mapping population derived from L0964 x Lol016 [158]. In total, eleven, seven, 
nine and ten QTLs (LOD > 2.5) influenced primary root length (RlL), primary root 
diameter (RID), primary root weight (Rl W) and the weight of the adventitious 
seminal roots (R2W), respectively. The QTL region with the most sizeable effects 
(LOD values of 14.7, 6.4 and 8.3 for RID, RlL and R2W, respectively) was found 
on chromosome 1 (bin 1.06). In order to verify whether some of the QTL regions 
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influencing root traits in hydroponics also modulate root growth in the field, the 
same mapping population was tested for RPF in three field experiments [159]. QTLs 
were assigned to 19 bins, 11 of which also harboured a QTL for one or more root 
traits in hydroponics. The most noticeable overlap for QTLs influencing root traits in 
hydroponics and RPF in the field occurred on bin 1.06, which also harboured QTLs 
for root traits in hydroponics in Ac7729 x Ac7643/TZSRW [160] and for RPF in 
Polj17 x F2 [100]. 

QTLs for anthesis-silking interval and grain yield under drought conditions. A 
number of QTLs for anthesis-silking interval (ASI) and GY at three water regimes 
were reported by Ribaut and co-workers [161, 162], whose main interest was to 
elucidate the effects of ASI on GY. The results highlighted the presence of QTLs 
with fairly stable effects on ASI across the two drought-stress treatments: of the 
seven QTLs evidenced altogether, five were common to both water regimes. 

The collocation between QTLs for ASI under drought conditions and those for 
GY and L-ABA at stem elongation and tassel appearance was reported in a two-year 
study by Sanguineti et al. [101]. With only one exception, at all the other QTLs a 
high L-ABA was associated with a longer ASL Overlap of QTLs for L-ABA and 
GY occurred at two of the four QTLs for GY in 1994 and four of the six QTLs for 
GY in 1995. In general, the results reported in Sanguineti et al. [101] suggested that 
L-ABA mainly represented an indicator of the severity of drought stress experienced 
by plants at sampling. This, in turn, was related to the fact that plants grown under 
drought field conditions and differing in traits influencing their water status will 
differ also in L-ABA, in part independently from their capacity to accumulate ABA 
at a similar level of drought stress. Accordingly, when populations divergently 
selected for L-ABA in the field starting from Os420 x IAB078 and from B88 x 
Mo 17 were evaluated under drought conditions, a negative association was detected 
between L-ABA and GY [106]. 

QTLs for GY under well-watered (WW) and water-stressed (WS) conditions, 
together with QTLs for root traits in hydroponics, were reported in L0964 x Lo1016 
[158]. Several overlaps occurred between the QTLs for root traits and QTLs 
affecting GY. Among the root traits investigated (see previous section), R2W most 
frequently and consistently overlapped with QTLs for GY -WW and GY -WS. In 
particular, at four QTL regions (bins 1.06, 1.08, 10.04 and 10.07), an increase in 
R2W was positively associated with GY. A possible interpretation of these results is 
that a higher value of R2W indicates a more rapid and vigorous growth of the root 
system, a condition which, if present also under field conditions, could allow the 
plant to extract more water from the soil. 

OTLs for other drought-related traits. At the biochemical level, interesting results 
were reported on QTLs for invertase activity in a maize population (F2 x 10) 
subjected to drought stress [163]. In this case, water shortage produced an early and 
large stimulation of acid-soluble invertase activity in adult leaves whereas cell-wall 
invertase activity remained constant. This response was closely related to the mRNA 
level for only one (ivr2) of the invertase genes. Interestingly, the number of QTLs 
for invertase activity detected under drought (nine in total) was more than twice the 
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number detected under well-watered conditions (four in total), an indirect indication 
of the importance of this enzyme under drought conditions. One QTL common to 
both treatments was located near Ivr2 on bin 5.03. A number of QTLs for invertase 
activity were mapped in close proximity to carbohydrate QTLs with the two main 
clusters located on bins 1.03 and 5.03. In drought-stressed maize, it has been 
suggested that the observed reduction in acid invertase activity under drought could 
impair sink strength because photosynthates cannot be converted rapidly to starch [2, 
164, 165]. Accordingly, reproductive failure of maize plants exposed to low water 
potentials at anthesis was partially prevented with a stem infusion of sucrose, thus 
indicating that also the source activity plays a pivotal role in kernel abortion [166]. 

An important category of traits for which no QTL information is presently 
available and whose knowledge would help in interpreting the adaptive response to 
drought, particularly in terms of modulating the plasticity of organ development, is 
the sensitivity of different organs to growth regulators. Sensitivity to ABA is an 
interesting target in consideration of the sharp increase in ABA concentration under 
drought conditions and its crucial role in the regulation of root/shoot elongation, 
stomatal conductance, ear fertility and grain filling [142, 143]. In maize, significant 
variability among maize lines has been detected for stomatal sensitivity to ABA 
concentration of detached leaves [167] and for pollen tube growth at different ABA 
levels [168]. These preliminary findings indicate the feasibility of identifying 
suitable maize lines for a QTL study aimed at dissecting sensitivity to ABA in this 
species. 

4.3.4. Barley 

In barley, the most extensive set of data for yield QTLs under drought has been 
obtained using a population of 167 RILs developed by ICARDA and CIMMYT 
from the cross Tadmor and Er/Apm. Tadrnor is a two-rowed line selected from a 
Syrian landrace, which is characterized by high yield stability in droughted 
conditions of the southern and eastern Mediterranean rim. Er/Apm is an ICARDA 
selection adapted to moderate water deficit conditions, but is drought susceptible in 
terms of yield stability. The parental lines contrast for traits associated with drought 
tolerance (e.g., plant architecture, osmotic adjustment, growth habit and chlorophyll 
content, etc.), and the RILs have been used in QTL analyses to genetically map these 
traits [94, 169, 170]. Teulat et al. [94] reported the results of four years of trials 
(1995, 1996, 1997 and 1999) in Mediterranean countries; because in 1997 and 1999 
two different water regimes were applied, data were collected for a total of six 
different environments. Despite the heterogeneity between environments, numerous 
QTLs were common to several environments, particularly for plant height and kernel 
weight. Major QTLs which explained the largest part of the phenotypic variation 
among RILs were obtained for plant height on chromosomes 3 (3H) and 6 (6H). The 
multiple-environment analysis indicated the presence of 24 QTLs, 11 of which 
showed a significant main effect, seven presented "QTL x environment" interaction 
and six showed both effects. In addition, 18 of these QTLs were common to other 
published work and six seemed specific to this study. This led Tealut et al. [94] to 
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suggest that these six specific QTLs could be involved in specific adaptation to 
Mediterranean conditions or could be specific to the genetic background of the RIL 
population. Finally, when the rainfed and the irrigated environments were 
considered separately, a total of 16 QTLs showing main effects over the two water 
conditions were identified, whereas five QTLs seemed dependent on the water 
conditions. 

The same population was also tested in a growth chamber [170] under two water 
regimes to identify QTLs influencing traits related to plant water status and osmotic 
adjustment (OA). Relative water content (RWC) , leaf osmotic potential and the 
water-soluble carbohydrate concentration were measured at 100 and 14% of the field 
capacity. In a previous evaluation of the same materials, 12 QTLs were identified for 
RWC, leaf osmotic potential and OA with an incomplete genetic map [92]. In this 
new evaluation, Telaut et al. [170] used an improved map and performed the QTL 
analysis using adjusted means. Compared to previous results [92], eight additional 
regions carrying 22 new QTLs were identified, increasing to 13 the total number of 
chromosomal regions (with a total of 32 QTLs) controlling traits related to plant 
water status and/or OA in this barley genetic background. 

4.4. Identification of QTLs in mapping populations derived from inter-specific 
crosses 

The genetic bottleneck caused by domestication has strongly reduced allelic 
biodiversity within each cultivated species, thus limiting the possibility of detecting 
QTLs. To overcome this limitation, advanced backcross quantitative trait analysis 
(ABQA) has been devised. ABQA offers the opportunity to quickly discover and 
exploit beneficial QTL alleles identified in wild germplasm [114]. The strategy 
relies on the evaluation of backcross (BC) families between an elite variety used as 
recurrent parent and a donor accession, more commonly a wild species sexually
compatible with the cultivated species. QTL analysis is usually delayed until the 
BC2 generation after selecting in BCl against characteristics with a negative effect 
on the agronomic performance (e.g., ear shattering in barley). Although ABQA has 
already proven its validity for the exploitation of exotic germplasm in tomato [171, 
172] and rice [173], limited work has so far been carried out to search alleles 
conferring resistance to drought. 

In barley, genetic diversity studies have demonstrated that domestication greatly 
reduced the overall level of genetic diversity [174], suggesting that improvements in 
this crop can be pursued by gene introgression from Hordeum spontaneum, the wild 
progenitor species. Wild barley can thus be considered as a source of useful variation 
for stress tolerance [79]. Indeed, applying an ABQA strategy [175], a number of 
beneficial QTL alleles for GY under drought conditions have been uncovered in H. 
spontaneum [176]. 

In rice, an ABQA strategy was used by Moncada et al. [177] to identify QTLs 
for eight agronomic traits in 274 BC2F2 families derived from an interspecific cross 
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between Caiapo, an upland Oryza sativa subsp. japonica variety from Brazil, and an 
accession of Oryza rujipogon from Malaysia. Caiapo is one of the most-widely 
grown dryland cultivars in Latin America and may be planted as a mono culture or in 
a multi cropping system with pastures. Two objectives of this study were to detect 
trait-enhancing QTL alleles from 0. rujipogon in the BC2F2 families grown under 
the drought prone, acid soil conditions to which Caiapo is adapted and to compare 
the identified QTL regions with those previously reported. In total, two putative 0. 
rujipogon-derived QTLs were detected for GY, 13 for GY components, four for 
maturity and six for plant height. It is noteworthy that 0. rujipogon contributed 56% 
of the trait-enhancing QTL alleles. 

In maize, two breeding programs based on ABQA are in progress to identify 
exotic favourable alleles in teosinte populations which may improve drought 
tolerance [74; A. Charcosset, personal communication]. 

5. IDENTIFICATION OF CANDIDATE GENES FOR DROUGHT
RELATED TRAITS AND YIELD 

A number of functional genomics approaches provide additional opportunities for 
furthering our understanding of the molecular and biochemical basis of yield under 
drought and to identify candidate genes accounting for QTL effects [178]. 

5.1. Transcriptome analysis 

The spectacular progress in the mass-scale profiling of mRNAs through microarray 
analysis [21, 179- 184] offers the possibility of investigating the response to drought 
of thousands of genes or, when the entire genome sequence is available like in rice 
[7], of all the annotated genes. Microarrays are now commercially available for 
Arabidopsis and a number of major crops (rice, maize and barley). A microarray
based analysis performed using mRNA extracted from the lines of a mapping 
population will identify mRNA-QTLs for the surveyed transcripts. This information, 
coupled with that on the map position of the surveyed genes, may in tum allow for 
the identification of candidates for the QTLs of target traits. An example is reported 
in Figure 1 where the coincidence between the map position of a particular cDNA 
with the peaks of (i) a QTL for a target trait and (ii) a QTL for the level of 
expression of the same cDNA, identifies a possible candidate gene influencing the 
target trait, particularly when a plausible cause-effect relationship can be established 
between the variability for the product of the candidate gene (e.g., an enzyme 
influencing nitrogen assimilation) and the trait (e.g., yield under low nitrogen). In 
this case, the mRNA-QTL can be caused by (i) polymorphism in the promoter 
region of the ORF and/or in tightly linked cis-acting elements influencing the 



92 R. TUBEROSA ET AL. 

expression level and/or (ii) polymorphism in the ORF influencing the final level of 
mRNA and/or its 

Recombinant Inbred Lines 

I Microarray I I Trait phenotyping I 
~ ! 

I Map pos;tion of eDNA -1 I 

Fig. i. identification of mRNA-QTLs and candidate genes using microarray analysis. For 
each one of the N recombinant inbred lines of a mapping population, the mRNA is extracted 
and the level of expression of all the g enes surveyed with the microarray is determined. 
Phenotypic data are also collected for the target trait. All data are then subjected to QTL 
analysis. The coincidence between the map position of a particular cDNA (e.g., cDNA-l) with 
the peaks of a QTL for the level of expression of the same gene (e.g., cDNA-i; dotted LOD 
profile) and a QTL for the target trait (solid LOD profile) indicates a possible candidate gene, 
particularly when the candidate gene and the trait are linked by a plausible cause-effect 
relationship (see text for further details) . 

stability. However, when the gene encoding for the mRNA is loosely associated with 
the mRNA-QTL peak or segregates independently, the mRNA-QTL is likely caused 
by a functional polymorphism in a regulatory sequence encoding for a trans-acting 
factor influencing, transcriptionally or post-transcriptionally, the level of the 
surveyed mRNA. However, the cost to implement the microarray profiling of 
hundreds of RNA samples from a mapping population is still too high to conceive its 
routine utilization and to date no results are available on the utilization of this 
approach. Instead, microarrays are well-suited for detailed studies involving a 
limited number of genotypes, such as in the case of transgenics, NILs and parental 
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lines of a mapping population, i.e. whenever a small number of genotypes are 
considered. 

Besides the high costs, other factors limit a more widespread utilization of 
microarrays in drought-related studies: (i) biological and sampling variation is 
difficult to control, (ii) the correlation between the level of mRNAs and their 
biological effect can be low, due to translational and post-translational 
modifications, (iii) low-abundant mRNAs may not be represented by the array 
(except of course when the array includes all the genes of one particular species) 
and/or detected upon hybridisation, and (iv) it is difficult to profile gene expression 
in small samples. In alternative to close-ended methods such as microarrays, a 
number of open-ended methods for gene expression profiling are available: 
differential display [185], cDNA-AFLP [186], SAGE (Serial Analysis of Gene 
Expression [187, 188)), GeneCalling [189] and MPSS (Massively Parallel Signature 
Sequencing [190)). The advantage of these methods is that they allow for a genome
wide scanning, thus representing an ideal tool to investigate the response of the plant 
to environmental cues. Monitoring large-scale changes in transcript profiles under 
drought may eventually lead to the identification of transcript networks partially 
accounting for "genotype x environment" interactions. 

Profiling studies unveil the complexity of the signalling network governing the 
response to stresses. Importantly, the role for each transcription factor (TF) revealed 
through transcriptome analysis can be tested rapidly and more extensively with other 
techniques (e.g., RT-PCR). Furthermore, circumstantial evidence on the role of each 
TF in controlling variability in drought tolerance in a mapping population can be 
obtained by comparing the map position of QTLs for yield with the map position of 
the genes encoding for TFs. More compelling evidence on the role of the TF gene 
can then be obtained through the analysis of mutants and/or by altering (down- or 
up-regulating) its expression level by genetic engineering. 

5.1.1. Case studies in crops 

Of interest, for better understanding the response of maize to drought, is a study 
profiling the changes in RNA expression of root tissue of two lines characterized by 
contrasting root-related traits [191]. Among ca. 13,500 cDNA fragments which were 
analysed at two growth stages, 69 showed a two-fold or greater difference between 
the lines at both samplings, suggesting a relationship between these genes and root 
anchorage traits These genes may represent possible candidates for QTLs regulating 
the response to drought. 

In maize, Zinselmeier et al. [184] applied a targeted and a non-targeted gene 
expression profiling to dissect the stress sensitivity of reproductive development 
following a reduction in the source of photosynthates to the ear, a condition typical 
of plants exposed to drought in the field. This reduction in photosynthates to the ear 
was obtained with artificial shading or by withholding water. A four- to six-day-long 
water deficit reduces maize photosynthesis to near zero and can disrupt kernel 
growth, thus causing a significant reduction in GY [109, 165, 192]. In the targeted 
approach, the micro array included 384 maize genes representing four metabolic 
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pathways important for kernel growth, such as ABA signalling and starch 
biosynthesis. The results indicated that the genes of the starch biosynthetic pathway 
are co-ordinately regulated under stress and the decreased expression of these genes 
is related to the loss of starch. As to the ABA-signalling pathway, the increased 
expression of ABA-related genes mirrored the increase in endogenous ABA levels. 
Interestingly, the profiles of the genes involved in this pathway were largely 
unaltered after one day of shading, which led the authors to suggest that if an early 
stress-sensing pathway is activated, it was not detected in their experiment. The non
targeted approach relied on the use of a micro array representing 1,502 maize genes, 
including over 300 unknown ESTs, that were annotated into 27 unique metabolic 
pathways. Samples were collected at two stages of ear and kernel development. This 
experiment revealed a set of genes that were affected by water stress regardless of 
tissue type, although in some tissues gene expression is more responsive to stress 
than other tissues; additionally, a set of genes unknown to respond to water stress 
were identified. The authors concluded addressing a number of important issues 
related to the challenges that still remain unsolved before gene expression profiling 
can be a adopted as a selection tool. 

In barley, Ozturk et al. [183] focused on dehydrated leaf and root samples of 
young barley plants using a microarray containing 1,463 transcripts derived from 
cDNA libraries of leaves and roots of water-stressed barley plants. In the same 
study, the response to salinity was also monitored, thus allowing for a comparison of 
the molecular events elicited by these two abiotic stresses. Even though the 
collection of transcripts used in this study only represented a fraction of the whole 
genome, a number of interesting conclusions were drawn. Drought and salinity 
stresses affected largely different sets of transcripts. The differences were often in 
isoforms of transcripts for similar functions, an indication that the same function 
seems to be required by the plant to adapt to more than one abiotic stress. It was 
suggested that the differences should lie in different activation circuits either through 
alternative signal transduction, separate transcription factors, and/or altered promoter 
structures. When focusing on the drought-induced transcripts, Ozturk et al. [183] 
listed ca. 100 strongly up-regulated sequences, half of which were functionally 
unknown; furthermore, a number of these transcripts have not been reported as 
drought-inducible. These results indicate the power of microarray analysis in 
unveiling the regulatory circuitry responding to water stress. From an applicative 
standpoint, Ozturk et al. [183] questioned whether arrays of size similar to that used 
in their study are sufficient for providing meaningful information from a breeding 
standpoint. Additionally, because the administered dehydration-shock treatment is 
not comparable to the much slower water loss experienced by barley plants in the 
field, these results might be of only partial value for crop physiologists and breeders. 
A more recent study has indeed shown that the correlation between the fold-change 
variation in gene expression under conditions of shock-treatment and more naturally 
occurring dehydration, although significant and positive, is usually low [193]. This 
set of genes responding to both types of experimental conditions deserves further 
attention, also in view of the fact that it may be possible to investigate their functions 
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under controlled conditions. A number of these genes have been mapped and their 
map position compared with that ofQTLs for drought-related traits [193]. 

5.2. Proteomics and metabolomics 

Among other emerging approaches, increasing attention is being devoted to 
proteomics [194, 195]. The rapid improvement and automation in the techniques 
required to quantify proteins allows for the quantification of up to ca. 2,000-2,500 
proteins in a single sample. If the technique is applied to the individuals of a 
mapping population, it allows for the application of QTL analysis for mapping genes 
influencing protein quantity (PQL, Protein Quantity Locus [196-201]). Co
localization of a PQL with its protein-coding locus would indicate that allelic 
differences at that locus influence the expression level of the protein, while co
localization between a PQL and a QTL for a different trait allow us to infer an 
association between the "candidate protein" and trait variability. This strategy has 
been described in details in maize in order to identify suitable candidate genes for 
QTLs influencing drought resistance [163, 198]. 

Another promising avenue is the metabolic profiling of tissue samples collected 
from organs playing a key role in determining yield under drought. This rapidly 
progressing technology allows for the identification of up to ca. 2,000 metabolites in 
a single sample. Analogously to transcriptome and proteome analysis, metabolome 
profiling can be used to monitor the metabolic changes occurring during a drought 
episode in one or more genotypes and, when applied to a mapping population, to 
identify the QTLs regulating the level of a particular metabolite and verify its 
coincidence with QTLs for yield. In maize, the changes occurring during a drought 
episode have been described for the level of a limited number of key metabolites 
such as sugars and starch in the reproductive organs and in the growing kernel [165, 
192]. 

6. APPLICA nONS OF GENOMIC APPROACHES FOR IMPROVING 
DROUGHT TOLERANCE 

6.1. Marker-assisted selection 

Improving and/or stabilizing yield and its quality under drought should bear no 
detrimental effects on productivity when sufficient rainfall occurs. Therefore, studies 
for identifying QTLs influencing yield under drought conditions should preferably 
be conducted considering at least two water regimes (e.g., well-watered and water
stressed), thus allowing one to distinguish between the constitutive (per se) and 
adaptive nature of QTL effects. In other words, testing over a wider range of 
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environmental conditions will provide the opportunity to sort out QTLs with a more 
limited interaction with the environment. On the same line, the QTLs influencing 
secondary traits with a more important role for the survival of the plant under severe 
drought should receive greater attention in regions where such extreme conditions 
occur more frequently. Collectively, this information would be of great value for 
applying marker-assisted selection (MAS) more effectively according to the level of 
drought stress expected in each target environment. The effectiveness of MAS 
compared to direct selection for drought tolerance in rice has been critically 
evaluated and discussed by Atlin and Lafitte [13]. 

In principle, once QTLs have been identified, introgression of the favourable 
alleles and their pyramiding into elite germplasm (e.g., parental lines, populations, 
etc.) becomes possible through MAS using the information at the markers flanking 
the chromosome regions of interest [103, 202, 203]. The application of MAS does 
not require any a priori knowledge and/or assumption concerning the physiological 
mechanisms imparting drought tolerance. Additional advantages of MAS are the 
possibility of selecting at an early stage the plants carrying the most favourable 
allelic combination at the target QTLs as well as the possibility of selecting under 
non-target conditions (e.g., winter nurseries) and in absence of drought, thus 
reducing the number of individuals to be considered and increasing the response to 
selection/year. As the technology is still relatively expensive, it is unlikely that MAS 
will be applied routinely in the large populations that breeders normally handle. 
Instead, MAS will be particularly appropriate for improving the efficiency of 
selection for specific objectives, such as resistance to environmental stresses. PCR
and non-gel-based diagnostic screening tests will greatly facilitate large-scale 
applications of MAS [204]. 

As to MAS applied to the improvement of drought resistance, large-scale efforts 
are in progress at CIMMYT in maize [74], ICRISAT in pearl millet and sorghum 
[205] and IRRI in rice [13]. Due to the key role played under rainfed conditions by 
roots in determining rice yield, MAS for root depth has been deployed at IRRI to 
more specifically tailor new varieties to the range of environments present in rice 
growing areas [119]. We report in more details the results obtained in maize [74], 
where QTLs for GY and key morpho-physiological traits (e.g., ASI, etc.) involved in 
drought-tolerance mechanisms have been identified in a population developed from 
the cross Ac7643 x Ac7729/TZSRW [161, 162]. A backcross marker-assisted 
selection (BC-MAS) project based on the manipulation of five QTLs for ASI was 
started in 1994 [74, 102]. The line Ac7643 was the drought-tolerant donor and 
CML247 was used as the recurrent parent. CML247, an elite line with high yield per 
se under well-watered conditions, is drought susceptible and shows long ASI under 
drought. The chromosome regions harbouring QTL alleles for short ASI were 
transferred through MAS from Ac7643 into CML247. A number of lines (ca. 70) 
were derived and crossed with two testers. These hybrids and the selected lines were 
evaluated for three years under different water regimes. Under severe stress 
conditions reducing GY of at least 80%, the mean of the selected lines outyielded the 
unselected control. This advantage, however, decreased at a lower stress intensity, 
and disappeared for a stress reducing GY less than 40%. Across the water-limited 
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trials, a few genotypes consistently out yielded the controls. Interestingly, under well
watered conditions the selected lines did not show any yield reduction when 
compared to the control lines. Notwithstanding the success of this BC-MAS 
experiment, Ribaut et al. [74] pointed out that QTL manipulation to improve 
germplasm for polygenic traits has a number of limitations, the most distinct being 
the inability to predict the phenotype of any given genotype based on its allelic 
composition. This constraint is particularly valid when epistatic interactions 
influence the expression of the target trait. Another clear limitation of MAS pertains 
to the high costs associated to QTL discovery, their validation and the release of 
superior lines. New strategies to overcome these limitations have been developed at 
CIMMYT that are aimed at improving the cost effectiveness of MAS and delivering 
new germplasm instead of improved versions of existing lines which, as compared to 
the former, carry a more limited value [206]. These strategies include (i) the 
construction of a consensus map that combines information related to QTL 
characterization and gene expression and (ii) the identification through functional 
genomics of a set of key genes/pathways involved in maize drought response that 
will be used as selection tools in breeding programs [74]. 

7. POSITIONAL CLONING OF QTLS 

One of the difficulties in interpreting the results of QTL analysis is ascertaining 
whether the simultaneous effects of a chromosome region on two or more traits are 
caused by linkage or pleiotropy. Fine mapping of the QTL and, eventually, the 
cloning of the gene/s influencing the investigated traits will reveal the genetic basis 
of the association. However, the complete dissection of a QTL requires considerable 
efforts even when the entire genome sequence is available. 

Because of its low resolution power, QTL analysis cannot provide us with a 
complete molecular dissection of the genetic basis underlying a QTL. As an 
example, several hundreds genes are expected within the support interval of a QTL 
which often spans 20-30 cM. A sizeable and parallel increase in the size of the 
segregating population and the number of informative markers at the region of 
interest greatly improve the level of map resolution; in some cases, this can lead to 
resolving a single QTL into multiple tightly linked loci of smaller effect [207-209]. 
Eventually, if the level of genetic resolution is high enough, the positional cloning of 
the QTL can be attempted [114]. Among the seven QTLs which have been cloned 
thus far in crop plants, those controlling transition from the vegetative to the 
reproductive stage in rice [210, 211] are of possible interest for improving drought 
resistance via a manipulation of flowering time. A similar approach is well-advanced 
in maize for cloning a QTL (Vgtl) on bin 8.06 near umc89a controlling flowering 
time [207, 212, 213]. The availability of the rice sequence and the extensive synteny 
between rice and the other cereals [7] will facilitate the isolation of drought-related 
QTLs through comparative positional cloning in these important crops [131]. 
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8. MOLECULAR MECHANISMS OF ADAPT A nON TO DROUGHT 

As sessile organisms, plants have developed a wide variety of adaptive strategies to 
cope with environmental stresses; accordingly, plant cells have evolved signalling 
pathways to perceive and integrate different signals from their surroundings and to 
respond by modulating the expression of the appropriate genes [214]. 

Water stress tolerance is the result of the coordination of biochemical and 
physiological alterations at the cellular and molecular levels such as the increase in 
ABA, the accumulation of various osmolytes and proteins coupled with an efficient 
antioxidant system. Many of these mechanisms have been characterized and have 
been found to exist in both drought tolerant and non-tolerant plants [19]. It is now 
clear that the difference between tolerant and non-tolerant crops at the molecular 
level involves a large number of genes. Based on the results of recent microarray 
experiments, it has been estimated that the response to a stressful environment 
involves not less than 2,000 genes, most of which are up-regulated upon stress [215-
217; see also section IV.3.l]. However, it is still unclear how many and which genes 
are directly involved in the activation of adaptive mechanisms. In fact, up-regulated 
genes do not necessarily have a role in adaptation: some might be induced because 
of stress-caused cell injury [20, 218]. In addition, the genes responding to 
dehydration showed marked differences in time-scale response. The early responsive 
genes may provide initial protection and amplification of signals, while the genes 
that respond later may be involved in adaptation to stress conditions [219]. 

8.1. Genes and genes products involved in drought adaptation and tolerance 

Three approaches have been used to dissect the complex molecular and biochemical 
mechanisms underlying plant stress response, identify the genes involved and 
establish their contribution to stress tolerance: I) identification of plant genes whose 
expression is modulated in response to stress that can be triggered in any plant 
species, regardless of their degree of tolerance; 2) comparison of gene expression 
between halophytes and xerophytes with glycophytes, to identify mechanisms of 
stress tolerance absent or not appropriately regulated in glycophytes; 3) discovery of 
plant genes by complementation of stress sensitive mutants or by over-expression of 
plant cDNAs in other model eukaryotes based on fundamental homology in cellular 
response to stress [220, 221]. Application of these interconnected strategies has 
permitted the identification of several genes associated to stress response and/or 
tolerance, some of which have shown to be common to different environmental 
stresses (e.g., water deficit, salt and freezing stress) sharing a physiological osmotic 
component as determinant of the stress signal [222-224]. ABA, a growth regulator 
largely reported to accumulate in plant tissues in response to drought and other 
abiotic stresses [142], has been shown to regulate the expression of several stress
induced genes, although parallel ABA-independent stress-signal pathways are also 
operative [222]. The induced genes are thought to function not only in protecting 
cells from water deficit by the production of some effector molecules (e.g., 
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metabolites, proteins or components of biochemical pathways) but also in the 
activation of regulatory circuitries controlling the amount and timing of the effectors 
in response to water stress. The genes involved in the response to water stress can be 
divided into two groups: functional genes and regulatory genes. 

8.2. Functional genes 

A variety of genes are directly involved in the different mechanisms enabling the 
cell to cope with drought-related effects. The products of these gene are proteins or 
enzymes with vital roles in reducing water loss, protecting the cellular machinery, 
repairing cellular damage and restoring a new cellular homeostasis compatible with 
persistent stressful conditions [225]. 

Cellular homeostasis and transport. Upon osmotic stress, cells accumulate solutes to 
raise osmotic pressure thus preventing water loss and maintaining cellular turgor. 
These solutes include ions such as K+, Na+, cr and organic solutes such as 
quaternary ammonium compounds (e.g., glycine betaine), some amino acids (e.g., 
proline), polyols (e.g., inositol and mannitol) and sugars (e.g., sucrose, fructans and 
trehalose). These compounds are also known as compatible osmolytes since their 
accumulation does not interfere with normal cellular metabolism. Genes coding for 
crucial steps in the biosynthesis of osmolytes have been isolated from plants and 
microorganisms which share some osmoprotective mechanisms with plants [226]. In 
the last decade, the accumulation of osmolytes through metabolic engineering of 
biosynthetic pathways has been the target of intense research recently reviewed [182, 
227]. The mechanism of protection provided by the osmolytes is still under debate. 
Often, the accumulation is insufficient to account for the observed level of drought 
tolerance. Therefore, it is reasonable to speculate that besides osmotic adjustment, 
the osmolytes have additional functions, such as scavenging reactive oxygen species 
(ROS [228]). 

Another important class of proteins with a pivotal role in water deficit
avoidance and osmoregulation, are the transporter proteins. This class, which acts to 
regulate ion homeostasis and facilitate water movement across membranes, includes 
water channel proteins (aquaporins) and ion pumps such as H+ vacuolar and 
plasmalemma ATPase, Na+ antiporter and high affinity K+ transporters [229, 230]. 
Aquaporins are a complex family of channel proteins that facilitate the transport of 
water along transmembrane water potential gradients regulating the hydraulic 
conductivity of membranes [231]. Several genes encoding aquaporins are up
regulated by dehydration; for example rd28 from Arabidopsis [232] or the tomato
ripening-associated membrane protein [233]. 

The maintenance of ion homeostasis, through cellular ion uptake, sequestration 
and export as well as long-distance transport, is also critical to overcome high 
osmotic stress [229, 230]. Much progress has been recently made in the 
identification and molecular characterization of plant ion transporters using yeast as 
genetic model system (functional complementation of transport deficient yeast 
mutants [234]). The complete set of transport proteins involved in Na+, K+ and ci+ 
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homeostasis will emerge shortly with the current application of high throughput 
genomic approaches and the availability of complete plant genomes sequences [7]. 
Less understood is the physiological function of these transport systems in osmotic 
stress adaptation. The availability of wide collections of Arabidopsis mutants has 
recently allowed the functional characterization of the AKTl potassium channel 
transporter [235, 236], SOSI plasma membrane Na+/W antiporter [237] and HKTl 
high-affinity K+ transporter [238], defining their crucial functional role in stress 
adaptation. 

Protection of cellular structures. Under stress, a diverse array of gene products 
accumulates to protect cell structures and important metabolic functions. The 
osmotic stress response most actively studied in plants is that leading to the synthesis 
of a group of proteins with no clear biochemical function and no significant 
sequence similarity to other well-characterized proteins. These proteins, known as 
LEA (Late Embryogenesis Abundant)-like proteins have a biased amino acid 
composition, are highly hydrophilic, glycine-rich and remain soluble even when 
boiled [239, 240]. LEA-like proteins accumulate in vegetative tissues in both 
monocot and dicot species in response to abiotic stress [19, 20]. Many LEA-like 
genes have been cloned and most of them are regulated by osmotic stress (e.g., 
drought, salinity and/or cold) as well as by ABA [241,242]. Interestingly, LEA-like 
proteins are also found in bacteria [243] and in yeast [244]. The observation that 
these proteins likely exist in all organisms and are mostly induced by osmotic stress 
[244], suggests that they may underlie a common adaptation strategy to osmotic 
stress and may have similar functions in diverse organisms. For example, a tomato 
LEA gene when expressed in yeast increases salt and freezing tolerance of the yeast 
cells [245]. The function of LEA-like proteins has also been explored by over
expression studies in transgenic plants. Overexpression of transcription factors that 
regulate the LEA-like genes significantly improved plant tolerance to various abiotic 
stresses under controlled conditions [246, 247]. LEA proteins have been predicted to 
play various physiological roles: maintenance of protein and membrane structure, 
sequestration of ions and binding of water [20, 29, 240]. The current hypothesis is 
that they act as chaperones to prevent misfolding or denaturation of proteins [240, 
248]. One interesting analysis with the LEA group of proteins suggests that some of 
them have features of RNA-interacting ribosomal proteins [244], consistently with 
their over-representation of charged amino acid residues that facilitate nucleic acid 
binding. 

In desiccation-tolerant plants (e.g., resurrection plants), protecting the integrity 
of the photosynthetic apparatus has been found to be crucial for survival under 
stress. The photosynthetic machinery is very sensitive and liable to injury and needs 
to be maintained or quickly repaired upon rehydration [249]. In Craterostigma 
plantagineum, genes coding for chloroplast-localized proteins were found to be 
expressed preferentially upon desiccation [250]. These proteins were proposed to 
playa role in the maintenance of chloroplast structures. Furthermore, it was shown 
that the synthesis of one of these proteins (DSP22) depends on the extent of 
photo inhibitory damage [251]. This mechanism of protection seems to be operative 
also in non-tolerant species that accumulate drought-induced proteins in thylakoids 
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[252]. Rey et al. [253] have characterized a dehydration-induced stromal 
thioredoxin-like protein (CDSP32) from potato, whose expression is independent of 
ABA. In animal cells, thioredoxin was shown to be involved in repair or protection 
mechanisms by regenerating proteins inactivated by oxidative stress [254]. Rey et al. 
[253] hypothesized that CDSP32 might playa role in the preservation of native 
protein structures by reducing intermolecular disulfide bonds. 

Damage limitation and repair. Many genes coding for proteins involved in 
intracellular damage prevention and repair, as well as in the removal of toxic 
compounds, are induced by water stress. Protein synthesis is one of the cellular 
processes most sensitive to osmotic stress [255]. However, it remains unclear how 
the protein synthesis machinery copes with osmotic stress. One essential component 
of protein synthesis, elongation factorl-alpha, accumulates dramatically in plant 
cells adapted to salt and drought stress [256, 257]. This may indicate a mechanism of 
osmotic adaptation to protect protein synthesis. Also, proteases and ubiquitin, 
functioning in degrading proteins irreparably damaged by the effects of drought, 
were found to be induced by water deficit [258]. Counteracting these degrading 
mechanisms are chaperones and protease inhibitors (Kunitz-type) that are also 
induced by stress [259]. Whereas the production of protease inhibitors seems to 
protect proteins from protease released after drought-induced membrane disruption, 
the chaperones and chaperonins are directly involved in protein repair [20]. A 
ubiquitous class of chaperonins is the heat shock proteins (HSPs), which accumulate 
rapidly during and after heat shock [260]. Mammalian HSPs have been 
demonstrated to function as molecular chaperones assisting in the recovery of native 
protein conformation [261]. Some low molecular weight HSPs were also found to be 
induced by osmotic stress in sunflower, tobacco and potato [262-264] and are 
thought to function similarly. 

Dehydration, like other environmental stresses, leads to oxidative stress and to 
the accumulation of ROS which, in tum, can damage cellular structures [265]. ROS 
include hydrogen peroxide, hydroxyl radicals and superoxide anions. The capacity to 
scavenge ROS and to reduce their damaging effects on macromolecules, such as 
proteins and DNA, is an important stress-tolerance trait. For example, the 
Arabidopsis mutant pstl exhibits a higher tolerance to osmotic stress coupled with 
an increased capacity to scavenge ROS [266]. Elimination of ROS is mainly 
achieved by antioxidant compounds such as ascorbic acid, glutathione, thioredoxin 
and carotenoids as well as by ROS scavenging enzymes (e.g., superoxide dismutase, 
glutathione peroxidase and catalase). The expression of genes encoding this class of 
enzymes was found to be regulated by different stresses as well as by ABA [267]. 
Under drought, the activity of the enzymes that participate in ROS scavenging 
increases and a higher scavenging activity may correlate with enhanced drought 
tolerance [268]. ROS generated by osmotic stress may also damage DNA. Cellular 
responses to DNA damage include activation of stress signalling pathways, delay in 
cell cycle progression and the initiation of DNA damage repair. In yeast, the HOG 1 
(High Osmolarity Glycerol I) pathway also activates DDR2 (DNA damage
responsive gene 2), which may be involved in DNA damage recognition and repair 
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[269]. In Arabidopsis, the connection between genotoxic damage repair and stress 
sensitivity is suggested by the uvs66 mutant, which was identified as hypersensitive 
to UV-C and to DNA damage. Interestingly, the uvs66 mutant is also sensitive to salt 
stress and ABA. Expression of the osmotic stress-responsive RABl8 gene (a LEA 
gene) is also altered in the mutant [270]. Recent results suggest that pathways 
leading to the accumulation of stress-induced proteins could be activated in response 
to stress damage and that some components could be intermediate for damage
repairing pathways [223, 248]. In the case of activation of HSP synthesis, it is well
recognized that damaged/denatured proteins are the signals that trigger the 
expression of HSP genes [271]. Similarly, proline accumulation may reflect cell 
damage [272, 273]. 

8.3. Regulatory genes 

Many dehydration-responsive genes [20, 29, 222] have only minimal effects on 
conferring tolerance [274]. The identification of the molecular switches and 
regulatory genes controlling their expression would improve our understanding of 
the molecular bases of drought tolerance and would provide better opportunities to 
develop more effective stress improvement strategies. Therefore, research in stress 
molecular biology has recently focused on identifying regulatory genes able to 
control the whole battery of genes crucial for stress tolerance. With this objective as 
a priority, studies were focused on understanding how a stress signal can be 
transduced into plant cells and transmitted into the nucleus by cellular components, 
to induce the appropriate terminal events, i.e. the stress response and, possibly, 
tolerance. 

Progress was recently made in the identification of crucial components of the 
signal transduction cascade (i.e. ABA signalling factors, second messengers like 
Ca2+ and phospholipids, kinase/phosphatase enzymes, etc.) and transcription factors 
controlling the expression of downstream genes. The complexity of the signalling 
pathways and the contribution of the different components in signal amplification 
and relay have been exhaustively reviewed [214, 221, 224, 248]. 

Sensors and transducers of the stress signal. In the case of water stress, signals that 
can be recognized by the cell are a reduced water potential, a decrease in turgor 
pressure, the different concentration of small molecules, changes in cell volume 
and/or alterations in conformation of cellular macromolecules [14]. 

At present, the primary site for sensing water stress is unknown, but it is 
supposed that plants have sensing mechanisms similar to yeast, where osmosensors 
have been described and characterized. Osmosensors in yeast, and E. coli as well, 
are two component systems containing an histidine kinase as sensor and a response 
regulator that relays the phosphorylation signal and leads to downstream gene 
activation [275]. Recently, a cDNA encoding a novel hybrid-type histidine kinase 
(AtHKl [276]) with structural similarity to the yeast osmosensor SLNI has been 
isolated from dehydrated Arabidopsis plants [277]. The ability of AtHKl to 
complement the slnl yeast mutant defective in osmosensitivity indicates that AtHKl 
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may function as an osmosensor in plants. As with a number of other potential 
regulatory genes, AtHKl transcript level is up-regulated by osmotic stress. In 
addition, in Arabidopsis the expression of RPKI, a receptor-like kinase gene, was 
induced by ABA, dehydration, high salt and cold treatments [278). However, the 
functional significance in osmotic stress responses of the up-regulation of these 
transcripts remains obscure. 

In contrast to the scanty data on the identification of the primary sensor of the 
stress signal, a rapidly increasing number of genes encoding factors and enzymes in 
the further steps of the signal transduction have been demonstrated to be 
transcriptionally induced by different environmental stresses. Changes in protein 
phosphorylation were observed when plants were exposed to water deficit, 
suggesting reversible protein phosphorylation as a regulator [279]. Numerous 
protein kinases with close sequence similarities to MAPKs (Mitogen Activated 
Protein Kinases) and other kinases belonging to the MAPK cascade have been 
identified in plants in response to dehydration/ABA [280, 281]. Transcript levels for 
a number of protein kinases including a two-component histidine kinase, MAPKKK, 
MAPKK and MAPK increase in response to osmotic and other stress treatments 
[282). It is unclear whether the protein, or more importantly, the activity levels of 
these kinases change upon osmotic stress treatment. It is clearly vital to identify the 
signal factors (input) activating the kinases activity as well as the signals activated 
downstream (output) through the kinases activity. The input signal could be the 
osmotic stress (e.g., turgor changes) or derived from osmotic stress injury. The 
output could be the osmolyte accumulation that helps re-establish osmotic 
homeostasis, stress damage protection and/or repair mechanisms (e.g., induction of 
LEAldehydrin-type stress genes [224]). 

Another important event of the signalling pathway activated by water deficit is 
the elevation of intracellular concentration of calcium. Calcium signalling acts via 
Ca2+ regulated effector proteins including calmodulins, calcium-dependent protein 
kinases (CDPKs) and calcium regulated phosphatases [283, 284). About 40 different 
CDPKs are present in the genome of A rab idops is. Transient expression studies 
indicate that there are specific CDPKs isoforms for different stress signalling 
pathways [285], e.g. AtCDPKl and AtCDPK2 seem to be involved in the response 
to osmotic stress due to salt and drought [285, 286). Another group of proteins 
interacting with Ca2+ and affecting the signalling and cellular response includes 
serine/threonine phosphatases. In Arabidopsis, the gene AtCBLI (Arabidopsis 
thaliana calcineurin B-like protein) coding a type 2C protein phosphatase, was 
induced in response to drought, wounding and cold stress [287]. Calcinuerin B-like 
proteins are involved in a variety of signalling pathways in animals [288] and in 
adaptation to salt stress in yeast and plants [289-291). 

Abscisic acid signalling. One of the major signals operating during drought stress is 
provided by ABA, a phytohormone involved in the regulation of many stress
induced genes mentioned above, and in some instances required for changes in gene 
expression in response to water-deficit stress [20). Extensive literature exists on 
ABA accumulation upon osmotic stress and recently some of the underlying 
molecular mechanisms correlated with ABA biosynthesis and its function as 
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mediator of the cell response to osmotic stress have been elucidated [21, 292]. Most 
of the information came from expression studies of genes regulated by ABA 
[reviewed in 293], thus allowing the identification of cis- and trans-acting factors 
involved in the transcriptional regulation of genes by ABA. However, not all water 
deficit-induced genes are regulated by ABA. It is now hypothesized that at least four 
independent signal pathways function in the activation of stress-inducible genes 
under dehydration conditions: two are ABA dependent and two are ABA 
independent [222, 294]. Less conclusive information is available on ABA cellular 
receptor/s and intermediate components of ABA signalling. New information for the 
understanding of the ABA -signalling cascade was added by the identification of the 
tobacco Nt-SYRI gene, encoding a syntaxin that is associated with the plasma 
membrane. This gene has been shown to be involved in potassium and chloride ion 
channel response to ABA in guard cells and in the control of plant transpiration 
[295]. The screening of Arabidopsis genetic mutants allowed for the identification of 
two serine/threonine phosphatases that are likely to negatively regulate the early 
stage of ABA signal transduction [296, 297]. These proteins represent potential 
nodes between different signalling pathways involving ABA [214]. Recent reviews 
cover the complex topic of ABA signalling and cross-talk among different stress 
signals that share ABA as common response mediator [21, 214, 224, 248, 293]. 

Promoter analysis and transcription factors. Substantial progress has been made in 
the past years in understanding the transcriptional regulation of a number of stress
induced genes, evidencing the important role of ABA as regulator at the 
transcriptional level of downstream genes involved in protection of cellular structure 
or in damage repair. The analysis of the promoter region of the stress-induced genes 
has led to the identification of common regulatory domains to which specific protein 
factors, possibly activated by phosphorylation or dephosphorylation, bind to drive 
the transcription of the target genes. Three different cis-acting elements are involved 
in regulating the expression of ABA-induced genes upon water deficit. 

The best characterized cis-element in the context of osmotic stress is the ABA
responsive element (ABRE), which contains the palindromic motif CACGTG with 
the G-box ACGT core element. The ACGT element has been observed in a 
multitude of plant genes regulated by diverse environmental and physiological 
factors [19]. The G box-containing elements are bound by leucine zipper-type 
transcription factors. These are proteins that contain a basic DNA-binding domain 
followed by a leucine zipper involved in dimerization. Arabidopsis contains at least 
58 genes that encode bZIP factors [reviewed in 293]. These proteins may form 
homo- or heterodimers indicating that they could participate in both positive and 
negative gene regulation mechanisms. 

Two other DNA elements in Arabidopsis, MYC-like and MYB-like elements, 
are involved in regulating the expression of ABA-induced genes in response to 
severe water-deficit stress. Both of these elements (MYC: ACA-CATGT and MYB: 
Y AAC(G/T)G) were identified in the dehydration-responsive gene rd22 [298]. A 
gene that encodes the MYC-re1ated DNA-binding protein RD22 BPI is induced by 
water-deficit stress and ABA treatment [298]. An Arabidopsis MYB-like protein, 
ATMYB2, has also been identified. 
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An inspection of dehydration- and cold-regulated genes in Arabidopsis led to 
the discovery in their promoter of one or multiple copies of the cis-acting 
dehydration-responsive element (DRE). DRE motifs are involved in drought- and 
cold-responsive, but ABA-independent, gene expression [299]. Transcription factors 
(DRE binding: DREB) of the family AP2IEREBP bind this element and activate the 
transcription of downstream genes. Liu et al. [300] isolated DREB factors interacting 
with the DRE motif in the promoter region of the rd29A gene. Interestingly, DREB 1 
and DREB2 are differentially induced by low temperature and drought and function 
as trans-acting factors in two separate signal transduction pathways under low 
temperature and dehydration conditions, respectively [300]. Studies on dehydration
induced transcription factors in plants are just emerging [182] and for most of the 
identified transcription factors the target genes are unknown. Only a few of the 
dehydration-induced genes themselves encode transcription factors. It is presumed 
that the interaction between these factors and pre-existing factors is what ultimately 
determines the response leading to gene expression and stress adaptation [224]. 

9. IMPROVING DROUGHT TOLERANCE THROUGH GENETIC 
ENGINEERING 

Plants employ multiple and coordinated mechanisms to mitigate the negative effects 
of dehydration. Even with the massive information presently available on the 
structural and regulatory gene networks involved in plant response to drought, our 
knowledge of the metabolic changes that contribute to dehydration tolerance is far 
from complete. This information is essential to successfully apply new strategies to 
enhance dehydration tolerance in crop plants. 

The overexpression of stress-related genes in transgenic plants has been a 
common approach toward the elucidation of the molecular and physiological bases 
of water stress tolerance. Moreover, the past decade has witnessed the prospect of 
using genetic engineering for producing dehydration-tolerant plants and testing their 
capacity to modulate tolerance altering the levels of both osmolyte and ROS
scavenging enzymes or through the manipulation of genes encoding for transcription 
factors or signal transduction components (Table 1). Below, we describe some of the 
most promising results obtained so far as well as the potential and limitations of the 
gene transfer approach. More comprehensive reviews have been presented by 
Holmberg and Bulow [301], Bajaj et al. [302] and Chen and Murata [182]. 

9.1. Examples of plants genetically engineered for drought tolerance 

The accumulation of proline has been the target of intense research in plants and 
microorganisms where the biosynthetic path has been fully elucidated and the crucial 
genes isolated [272]. Kavi Kishor et al. [303] reported that the overexpression of the 
gene encoding the mothbean DI-pyrroline-5-carboxylate synthetase (P5CS) in 
transgenic tobacco led, upon dehydration stress, up to I8-fold accumulation of 
proline and enhanced root biomass [303]. When the same gene was introduced in 
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rice under the control of an ABA/stress inducible promoter, the transgenic plants 
showed an increase in biomass under stress conditions [304]. These results 
strengthen the notion that proline overaccumulation correlates with the extent of 
water stress and salinity tolerance. 

One of the first metabolic pathways engineered with the aim of developing 
osmotic stress tolerant plants was the biosynthesis of polyols which include sugar 
alcohols such as glycerol, sorbitol and mannitol as well as cyclictols (pinitol and D
ononitol) accumulating mainly in halophitic plant species. Transgenic tobacco plants 
that synthesize and accumulate mannitol have been obtained by introducing a 
bacterial gene encoding for mannitol-I-phosphate dehydrogenase. Plants 
overproducing mannitol showed increased drought and salt tolerance [305, 306]. 
Similarly, a good degree of drought tolerance was obtained in tobacco plants 
engineered using microbial fructosyl-transferase genes that lead to the accumulation 
of fructans, high-soluble polyfructose molecules that are produced by many vascular 
plants and bacteria [307, 308]. 

Trehalose, a non-reducing disaccharide of glucose, has also been over-produced 
in tobacco by introducing TPSl, a yeast gene encoding trehalose synthase. 
Transgenic tobacco plants with a threalose concentration of 5 mM in the cytosol 
showed improved water retention and a drought-tolerant phenotype [309]. When 
tobacco was transformed with bacterial trehalose-synthesizing enzymes (trehalose-6-
phosphate synthase and trehalose-6-phosphate phosphatase), the leaves had a better 
photosynthetic efficiency and a higher dry weight accumulation under drought stress 
than the controls [310]. Therefore, the transfer into plants of osmolyte-synthesizing 
genes confirmed their role in stress adaptation, even though the effect of individual 
genes is often rather small [227]. Since most of the osmolytes did not accumulate in 
amounts large enough to play a role in osmotic adjustment, the protective 
mechanism remains presently unclear. Shen et al. [311] demonstrated that mannitol 
acts in the chloroplast as radical scavenger of ROS that rapidly accumulate in 
response to different environmental stresses; this action reduces the oxidative 
cellular damage. 

In this context, the increase in the capacity to scavenge ROS by manipulating 
the level of antioxidant enzymes in transgenic plants resulted in a common strategy 
to obtain plants tolerant to environmental stresses. Several groups engineered plants 
with genes induced by oxidative stress (e.g., superoxide dismutase, glutathione-S 
transferase, catalase and peroxidase) whose expression conferred partial protection 
from oxidative damages [312, 313]. Positive results were also confirmed in field 
trials under drought conditions of transgenic alfalfa plants overexpressing an 
MnSOD from Nicotiana plumbaginifolia [314]. Interestingly, ectopic expression of 
an alfalfa aldose/aldehyde reductase in transgenic tobacco plants provided tolerance 
to multiple stresses, including drought, with decreased amounts of lipid 
peroxidation-derived reactive aldehydes [315]. Although more work is needed to 
understand the actions and the interactions of the different detoxification enzymes 
during stress, it is conceivable that decreasing oxidative stress offers another avenue 
for providing protection against drought and other environmental stresses. 
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Although LEA-related genes are abundantly up-regulated in most plants 
undergoing osmotic stress, separate ectopic expression of three different members 
from the resurrection plant Craterostigma plantagineum in tobacco did not yield 
obvious drought-tolerant phenotypes [316]. More recently, Xu et al. [317] and 
Sivamani et al. [318] produced rice and wheat plants transgenic for the barley LEA 
gene hval. Transgenic plants accumulated HV Al proteins in both leaves and roots 
and showed improved tolerance to drought and salinity. These contrasting results are 
not surprising considering that drought stress induces an array of different LEA
related proteins in plants and other factors required for the expression of tolerance 
where LEA proteins are involved. 

Since engineering of downstream, stress-induced genes (i.e. end-products of 
biochemical pathways, structural protective proteins, etc.) has shown small effects 
on plant stress tolerance, the manipulation of components involved in the signalling 
cascades was considered as another possible strategy for improving tolerance to 
multiple stresses [319]. Protein kinases and phosphatases have been shown to playa 
key role in signalling processes in yeast, animals and also in plants [320-322). 
Cloning of genes for kinases and phosphatases has highlighted the central role of 
these proteins in signal transduction by switching genes on and off through 
phosphorylation/dephosphorylation of proteins, such as transcription factors. In this 
context, the identification and characterization of kinases and phosphatases acting in 
response to specific stimuli is considered a very promising approach. The 
overexpression of the At-DBF2 gene encoding a serine-threonine kinase enhanced 
the level of salt, drought, cold and heat tolerance to a different extent, due to the 
constitutive expression of several stress-responsive genes [300]. Similarly, a stress
induced rice gene encoding a calcium-dependent protein kinase (OsCDPK7) was 
expressed ectopically in rice plants resulting in enhanced levels of stress-responsive 
proteins (LEA-related proteins and glycine-rich proteins) in response to salt and 
drought but not to cold [319]. Therefore, it was suggested that mechanisms of cold 
tolerance and salt/drought tolerance differ from each other, sharing OsCDPK7 as a 
common component. 

The discovery of genes for stress-induced transcription factors has opened the 
possibility of overcoming the pitfalls deriving from the polygenic nature of stress 
tolerance and the inability to regulate in a coordinated fashion the entire network of 
genes involved in stress tolerance. In transgenic Arabidopsis, the overexpression of 
genes such as the DREB1A [300] or CFBl [246] encoding transcription factors able 
to bind to DNA motifs present in stress-induced genes demonstrated that strong 
expression of the target downstream genes (LEA genes rd29A, Kinl, Cor6.6, rd17 
and P5-CS) was indeed activated in the over-expressing plants. These transgenic 
plants revealed cold and dehydration tolerance. In many cases, however, the 
constitutive high level of expression of transcription factors produced strong 
negative phenotypic effects [300). This drawback has been bypassed by regulating 
the expression of genes for transcription factors with inducible promoters [247]. In 
this way, tolerance genes are activated only when the stress event occurs, 
minimizing the negative pleiotropic effects associated with a constitutive expression. 
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9.2. Limitations andfuture prospects for genetic engineering approaches 

The past decade has witnessed the utilization of transgenic approaches to better 
understand the contribution of the stress-related genes in the plant response to 
drought and directly obtain drought-tolerant plants. Although the results obtained so 
far are encouraging, many pitfalls and hurdles need to be overcome before genetic 
engineering can be used to produce drought-tolerant plants with real commercial 
value. Though an increase in the level of tolerance to drought has been claimed in 
many cases under controlled conditions, tolerance of the transgenic plants has only 
rarely been evaluated in field trials under realistic stress conditions, in which case no 
obvious advantage has been reported [221, 225, 302]. Additionally, only in few 
cases have the possible negative pleiotropic effects of genetic manipulation been 
thoroughly assessed and discussed [300, 324-326]. Sometimes, considerable 
disagreement among plant molecular biologists and physiologists has been triggered 
by the misinterpretation of the acquired tolerance [327, 328]. Additional concern on 
the first wave of stress-tolerant transgenic plants was due to the inadequacy of the 
constitutive expression of the target genes. This may affect the overall plant 
metabolism, owing to the strong interactions among crucial metabolic pathways such 
as those involved in sugar, lipid or protein synthesis. Although at present many 
patents cover the use of different genes to produce plants tolerant to abiotic stresses, 
thus far no transgenic variety tolerant to drought and/or other abiotic stresses has 
been commercially released, as occurred for pathogen-resistant transgenic varieties 
[329, 330]. 

A major challenge is the need to introduce and manipulate sets of genes in order 
to govern the expression of quantitative traits such as tolerance to drought. Current 
knowledge has broadened the possibilities for genetically engineering plants with 
multiple genes [331]. As a first attempt, a total of seven genes have been transferred 
into tobacco plants, including three genes for the biosynthesis of myo-inositol and 
D-ononitol, one for mannitol accumulation in plastids and trehalose in the cytosol, 
and two genes for oxidative stress [332]. Recently, the transfer of multiple genes has 
been demonstrated successfully by Potrykus and co-workers, who introduced three 
enzymes required for the beta-carotene biosynthetic pathway in rice plants [333]. 
Alternatively, sequential transformation or sexual crosses between transgenic plants 
harbouring trans genes of interest are other means of introducing multiple genes, 
although this is a time-consuming process. 

Another compelling priority is to engineer crop plants for stress tolerance 
without causing detrimental effects to the constitutive plant metabolism. Efforts 
should be focused on the correct and efficient expression of foreign genes in higher 
plants [301]. In this direction, the discovery of plant promoters with cell-, tissue
and/or stage-specific, inducible patterns of expression will certainly be useful. 
Moreover, a genetic strategy should be devised to overcome poor expression of the 
foreign gene at the protein level and/or low enzymatic activity due to unorthodox 
post-translation modifications, prosthetic group acquisition and inhibitory cellular 
environment. Often, the foreign gene expressed in a plant encodes only one member 
of the set of enzymes governing a metabolic pathway (e.g., osmoprotectants), in 



DROUGHT 109 

which case any limitation due to precursor availability and/or feedback negative 
control should be avoided. This last constraint has been elegantly overcome for 
proline accumulation by mutagenizing the pyrroline-5-carboxylate synthetase gene, 
so as to disrupt the feedback inhibition on the gamma-glutamyl kinase activity [334] 
or by antisense expression of proline dehydrogenase, a degradative enzyme which 
limits proline accumulation [335]. Finally, failure in producing drought-tolerant 
transgenic varieties could also be ascribed to unpredictable metabolic changes that 
might be triggered when a foreign gene is expressed, which might lead to 
degradation of the pool of the desired product or formation of undesired compounds. 
This possibility has to be evaluated carefully, also in view of the nutritional safety of 
the new transgenic products. 

10. CONCLUDING REMARKS 

It seems unlikely that a single strategy will lead to the development of drought 
tolerant crops adapted to a wide range of environments because of the complexity of 
adaptive traits and the wide differences in crop biology. Historically, progress has 
been made in the absence of knowledge of the mechanisms of drought tolerance. 
However, it will be increasingly necessary to better understand and define the true 
limits of productivity in dry-land agriculture in order to achieve a more effective 
manipUlation of the limiting factors. 

Although in the past two decades our capacity to understand how plants respond 
to and cope with drought at the molecular level has progressed greatly, little 
evidence is available as to the direct beneficial role of this knowledge for the release 
of cultivars with higher and more stable yields under conditions of limited water 
supply. Analogously, the vast number of crop plants genetically engineered with 
drought-related genes has not yet produced an improved cultivar. Despite this, 
efforts to improve our understanding of the intricate pathways regulating the 
response to drought and tentatives to manipulate such pathways by genetic 
engineering to release improved cultivars should continue. One of the reasons why 
the transgenic approach has not delivered improved cultivars more tolerant to 
drought is because too often the phenotype of the engineered plant is assessed under 
controlled conditions whose dynamics and intensity provide, at best, only a vague 
resemblance of the much more complex and variable field conditions. Future work 
should carefully consider this important aspect. On the same line, experimental 
conditions in functional genomics studies based on plants grown under controlled 
conditions should mimic as closely as possible the conditions present in the target 
environment. Since controlled environments at best only partially mimic field 
conditions, there is no real substitute to extensive field testing, particularly when 
trying to assess the agronomic value of novel genotypes. An interesting example is 
provided by the experimental conditions adopted to study the effects of water deficit 
on ethylene production: contradictory results were obtained between experiments 
using plant parts subjected to rapid drying and experiments focusing on intact plants 
exposed to slow drying, clearly suggesting that great caution should be exercised 
when extrapolating results of bench experiments to field conditions [147]. 
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Additionally, in other cases the relationships between physiological traits studied in 
controlled environments and field performance have not been clearly demonstrated. 

A contributing factor to the limited success of the physiological approach in 
improving drought tolerance is that strategies deployed by xerophytes to cope with 
droughted environments often have little relevance for crop production. Another 
factor limiting the success of the physiological approach is the difficulty in analysing 
and comparing data collected from plants at a similar developmental stage and water 
status. This problem is particularly evident in field experiment when data and 
samples are concomitantly collected from plants differing in flowering time and/or 
drought resistance. Consequently, interaction of variation in phenology with the 
dynamics of the drought episode/s hinders our capacity to dissect and correctly 
interpret the mechanisms underlying the response to drought. 

In terms of physiological traits to be considered in future work to identify QTLs 
for drought tolerance, a promising approach is to consider traits characterized by a 
low "genotype x environment" interactions, such as the elongation rate at the base of 
the leaf [336, 337]. In maize, elongation rate is genotype-specific and is linearly 
influenced by environmental variables (e.g., water availability, temperature, etc.) 
whose measurement can reduce the confounding effects of uncontrolled variation in 
such environmental factors [336, 337]. Crossing genotypes differing in elongation 
rates can thus lead to the identification of the relevant QTLs. 

One of the dilemmas faced by those striving to release improved, drought
tolerant cultivars is what portion of the available resources should be invested in 
conventional vs. the non-conventional approaches herein described. Although 
conventional approaches will remain the mainstay, increasing attention should be 
devoted to (i) the identification of chromosome regions important in determining 
yield and its stability under drought, (ii) the cloning of the genes responsible for such 
effects, (iii) the identification of agronomically superior alleles at such loci and (iv) 
their concerted manipulation either directly via genetic engineering or indirectly via 
MAS. Functional maps obtained with EST and/or cDNA clones of known function 
coupled with comparative mapping using model species for which the entire genome 
sequence may become available will dramatically improve our ability to identify 
candidate genes. The emerging picture for these genes and putatively associated 
QTLs is that of functional clusters non-randomly distributed along the chromosomes 
as theorized by Khavkin and Coe [338] who hypothesized that many plant reactions 
to abiotic stresses rely on such gene clusters. A similar picture has recently emerged 
from the work of Li and co-workers investigating yield QTLs in rice [132, 133]. 
These functional clusters may indicate the presence of functionally different alleles 
at loci encoding for transcription factors regulating a cascade of downstream events 
affecting the phenotype. In Arabidopsis and rice ca. 7 and 6% of all ORFs (Open 
Reading Frames), respectively, encode for proteins with significant similarity to 
known classes of plant transcription factors [7]. As more data become available, it 
will be possible to verify what percentage of major QTLs for drought tolerance are 
determined by sequence polymorphism (e.g., single nucleotide polymorphisms: 
SNPs) at loci encoding for transcription factors or at their promoter regions. 
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It has been suggested that the remarkable increase in crops yield during the past 
century should be equally attributed to breeding and better agronomic practices. A 
higher resistance to drought and other stresses, coupled with an improved ability to 
maximize yield under low-stress conditions have both contributed to such 
spectacular increases and to stabilize yield across environments with different water 
availability [339]. Unless new sources of genetic variation are utilized and more 
effective selection schemes are devised, it may not be possible to maintain the linear 
gains in yield of the past century, particularly in view of the increasingly higher 
unpredictability of weather patterns, depletion of irrigation water and its increasing 
cost. Clearly, enhancing drought resistance will play an increasingly important role 
for securing an adequate food supply world-wide and for improving the livelihoods 
and quality of life of farmers more exposed to the consequences of erratic rainfalls in 
drought-prone areas in the less developed countries. Given the complexity of this 
challenge, future progress towards a better understanding of the molecular, 
physiological and morphological bases of yield under drought and a more effective 
deployment of such information for breeding purposes will only be possible through 
a close collaboration among scientists of different disciplines. 

Table 1. Plant and microbial genes over-expressed in transgenic plants for 
improving drought tolerance 

Gene Donor Product Host plant References 

PROTECTIVE PROTEINS 

HVAI plant lea protein rice [317] 

SCAVENGING ENZYMES 

Gst/Gpx plant Glutathione tobacco [313] 
transferase/ 
Glutathione 
peroxidase 

Mn-Sod plant Mn-superoxide alfalfa, tobacco [314] 
dismutase [335] 

Fe-Sod plant F e-superoxide tobacco [312] 
dismutase 

COMPATIBLE SOLUTES 

MtlD E. coli mannitol 1-P tobacco, [306] 
dehydrogenase A. thaliana 

BetA E. coli choline tobacco [234] 
dehydrogenase 
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Table 1. Continued 

Gene Donor Product Host plant References 

PEAMT plant phospho tobacco [315] 
thanolamine 
Nmethyltransf 
erase 

SacB B. subtilis levansucrase tobacco [307] 
CodA A. globiformis choline A. thaliana [311] 

oxidase 
Imt 1 ice plant myo-inositol- tobacco [338] 

O-methyl-
transferase 

Tpsl yeast trehalose 6- tobacco [326] [309] 
phosphate 
synthase 

otsA,otsB E. coli trehalose 6- tobacco, [324] 
phosphate potato 
synthase/trehal 
ose 6-P 
phosphatases 

ProDH plant proline A. thaliana [335] 
dehydrogenase 

P5CS plant pyrroline 5- tobacco [303] 
carboxylate 
synthetase 

REGULATORS AND SIGNALING MOLECULES 

At-DBF2 plant serine/threonin tobacco [323] 
e kinase 

OSCDPK7 plant ca1cium- rice [319] 
dependent 
protein kinase 

AVPl plant H(+)- A. thaliana [235] 
pyrophosphata 
se 

DREBI plant transcription A. thaliana [300] [247] 
factor 

BIP plant chaperone- tobacco [275] 
binding 
protein 

ABF3 plant transcription A. thaliana [301] 
factor 



Gene Donor 

ME plant 

PvNCEDl plant 
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Table 1. Continued 

Product 

NADP-malic 
enzyme (ME) 
9-cis 
epoxycaroteno 
id dioxygenase 
(ABA 
biosynthesis) 

Host plant 

tobacco 

tobacco 
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Abstract. Cereal grains are unable to germinate under anaerobic conditions. An exception to this rule is 
rice, which is able to germinate even under complete anoxia. The ability of rice to germinate in the 
absence of oxygen is likely the results of several elements, but in the recent years the importance of 
carbohydrates have been highlighted. In this chapter we outline recent achievements in the study of 
carbohydrates physiology in cereal grains kept under anoxia. 

1. INTRODUCTION 

Higher plants are aerobic organisms requmng oxygen for their life. Plants may 
experience a low oxygen availability (hypoxia) or total absence of oxygen (anoxia) 
due to flooding of the soil or anatomical structure of some tissues whose histological 
properties severely limits the permeability to oxygen (tubers, vascular cambium of 
trees, meristematic tissues etc.) [I]. A few plant species show tolerance to relatively 
prolonged anaerobic conditions [see I, 2, 3 for recent reviews]. Among cereals, only 
rice can germinate under anoxia, showing coleoptile elongation [4]. A similar 
behavior is observed in some species of the rice field weed Echinochloa [5]. The 
physiology of Echinochloa has been reviewed elsewhere, and we will therefore not 
include reference to this interesting plant species [5]. The great majority of higher 
plants seeds fails to germinate under anaerobic conditions. Only rice, Echinocloa 
species, Erithina cafJra and the water plants Trapa natans L., Nuphar luteum L. and 
Scirpus mucronatus L. can germinate under conditions of total oxygen deprivation 
such as under nitrogen atmosphere. 

The biochemical basis of the ability to germinate under anoxia are not known 
but the ability to maintain an active fermentative metabolism by fuelling the 
glycolytic pathway with readily fermentable carbohydrates is likely of importance. 
All cereals with the peculiar exception of rice show limited anoxia tolerance. 
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However maize, barley, and wheat are those most frequently used as experimental 
material. Most of the data reviewed here refer indeed to these species. 

Tolerance to anaerobiosis is difficult to be defined. Firstly, the degree of 
absence of oxygen is not often described in several research papers. Indeed, plants 
that may display an intolerant behaviour to anoxia may tolerate to some degree 
hypoxic conditions. Furthermore, anaerobic conditions can be obtained by flushing 
glass jars with nitrogen gas, by flooding plants under water or buffer solutions, by 
partly flooding the plant (anaerobic root system) etc. This variety of approaches to 
obtain anaerobiosis makes not easy the comparison of data obtained from different 
laboratories. While the physiology of anaerobiosis tolerance in water plants is often 
studied by flooding the plant tissue, seed germination of cereals is conveniently 
studied by placing cereal grains under complete anoxia. Under these conditions most 
of the aerobic metabolism is switched off, and tolerance to anoxia can be evaluated. 
Since cereal grains kept under anoxia (e.g. in nitrogen gas) do not have access to air, 
any adaptive response is to be attributed to tolerance traits unrelated to the plant 
anatomy, and thus due to biochemical adaptation. 

2. RESPIRATION UNDER ANOXIA 

There is no doubt concerning the metabolic pathway that is more affected by anoxia: 
respiration. In the absence of oxygen aerobic respiration cannot proceed, and ATP 
production will drop from the 32 ATP moles produced for each mole of glucose [6] 
to only 2 ATP moles under anaerobiosis. This value is valid assuming the 
conversion of glucose into ethanol through the glycolytic and fermentative pathway, 
but it should be remembered that only in few cases glucose is an available substrate 
for the anaerobic metabolism. In most cases, starch and sucrose are the real 
substrates for plant metabolism, either under aerobic and anaerobic conditions. 

2.1. Carbohydrates and the fermentative pathway 

Glucose is metabolized under anoxia through glycolysis and fermentation leading to 
ethanol as the main end product [7]. Glucose is however not a stored carbohydrate, 
but results from starch degradation. Starch is indeed stored in large amounts in the 
cereal's endosperm. The site of starch degradation does not necessarily coincide 
with the site of carbohydrate utilization through fermentation in the cereal's embryo. 
Indeed, only a very limited amount of glucose resulting from starch breakdown will 
be fermented in cells nearby the site of starch storage, while most of glucose units 
arising from starch degradation must be translocated (likely as sucrose) to the other 
plant organs where starch is not stored but where energy production through 
fermentation is needed for survival. Sucrose synthesis, transport, and degradation is 
therefore needed to provide hexose units for fermentation. 
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2.2. The importance of a-amylases in starch degradation under anoxia 

A set of enzymes is needed to carry on starch breakdown: a-amylase, l3-amylase, 
debranching enzyme, and a-glucosidase [8, 9]. Most of the information we have 
concerning the importance of a metabolic pathway in cereal grains under anoxia 
arises from a comparison of the enzymatic set present in the anoxia-tolerant rice 
with that of anoxia-intolerant cereals (wheat, barley) kept under either aerobic or 
anaerobic conditions. I3-Amylase is synthesized de novo in the anoxic rice grains 
[10], while in anoxia-intolerant cereals (wheat and barley) the enzyme is present in 
the dry seed, stored as a starch-bound form [11, 12, 13]. Under anoxia l3-amylase 
remains in the bound form, and cannot play any role in starch degradation [10, 14]. 
Even assuming that l3-amylase could be released under anoxia, this would have a 
minor impact on starch degradation, since l3-amylase cannot degrade native starch 
granules [9]. Furthermore, cereal mutants devoid of l3-amylase show a normal 
germination under aerobic conditions [15, 16], indicating that this enzyme plays a 
minor role even in the aerobic starch degradation. Debranching enzyme and a
glucosidase are both present in the rice dry seed as latent, inactive forms, which are 
activated during germination under either aerobic or anaerobic conditions [10]. On 
the other hand, in the anoxia-intolerant cereals these enzymes are not detectable 
during grain imbibition under anaerobic conditions [10]. Although both a
glucosidase and a-amylase are able to degrade native starch granules, the latter 
enzyme is considered to playa major role in this process, and is therefore the key 
enzyme for starch degradation [8, 9]. A detailed review on the effects of anoxia on 
the induction of a-amylase has been published [17]. 

The major conclusions reached at that time were as follows: (i) a-amylase is 
produced in rice seeds under anoxia [18], while it is not induced in the anoxia
intolerant cereals (wheat, barley) [10]; (ii) the successful induction of a-amylase in 
rice is very likely responsible for the subsequent successful degradation of starch 
taking place in the endosperm, as the other starch degrading enzymes are unlikely to 
be able to initiate the process of starch degradation; (iii) in the absence of a-amylase 
induction (anoxia-intolerant cereals: wheat, barley) starch is not degraded, and the 
grains suffer soon from sugar starvation [19]; (iv) anoxic rice embryo less half-grains 
respond to exogenous gibberellic acid (GA3), while wheat and barley are insensitive 
to the hormone under anoxia [20]; (v) the induction of a-amylase in rice seeds under 
anoxia is GA-dependent [20], and this implies that gibberellins are either produced 
or already present in the grains. 

2.3. Recent developments about the role of a-amylase under anoxia 

As stated above, the successful induction of a-amylase in rice is possibly 
responsible for the successful degradation of starch taking place in the endosperm, 
since other starch degrading enzymes are unlikely to be able to initiate the process of 
starch degradation. Indeed, in the absence of a-amylase, starch is not degraded, and 
anoxia-intolerant cereals such as wheat and barley suffer soon from sugar starvation, 
and eventually die [19]. The importance of a-amylase in anoxia tolerance is likely 
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not restricted to cereals. Indeed, in a recent report Arpagaus and Braendle [21] 
demonstrated that a-amylase plays an important role for carbohydrate metabolism 
also in the anoxia stress tolerant rhizomes of Acarus calamus L.. Comparison of a
amylase activities in Acarus calamus rhizomes with those detected in the non
tolerant tubers of Solanum tuberosum L., revealed the ability of the tolerant plant to 
maintain a high level of a-amylase activity also under anoxia together with a higher
than-aerobic amount of soluble carbohydrates. Potato tubers suffer instead from 
sugar starvation, a likely consequence of the Iowa-amylase activity found in the 
tubers of these species [21]. 

The mechanisms allowing the successful production of a-amylase under anoxia 
in rice seeds is largely unknown. Anoxic rice embryoless half-grains respond to 
exogenous gibberellic acid (GA3), but with great delay when compared to the rapid 
induction triggered by gibberellins under aerobic conditions (Figure lA). 
Intriguingly, the appearance of the a-amylase protein is instead unaffected by anoxia 
(Figure IB) as demonstrated by immunoblot analysis [22]. 

In rice, anoxia delays the expression of gibberellin-modulated a-amylase, while 
wheat and barley are insensitive to the hormone under anoxia [20]. It is worth 
remembering that rice a-amylases are encoded by at least 10 genes [23], not all 
necessarily regulated by gibberellins [24]. In germinating rice grains AmylA, Amy 
3BIC, Amy3D, and Amy3E are expressed, while AmylB, AmylC, Amy2A, and 
Amy3A mRNA level is below the detection limit of northern blot [25]. AmylA shows 
the higher expression level in aerobic rice grains, while under anoxia other a
amylase genes are expressed at comparable levels, namely Amy 3BIC, Amy3D, and 
Amy3E [25]. AmylA induction by gibberellins and repression by abscisic acid is well 
described [26, 27]. Little is known about the mechanisms regulating other a
amylase genes in rice. Amy3D and Amy3E are sugar-repressed in rice embryos [28], 
and sugar repression of Amy3D transcription in anoxic rice aleurones has also been 
observed [29]. 

This complex pattern of expression of a-amylase genes suggests that the model 
proposed is over-simplified (gibberellins can induce a-amylase in rice, but not in 
anoxia-intolerant cereals; 30). 

Several evidences have been presented supporting this model [see 30], but some 
additional considerations are certainly needed. Indeed, rice can respond to 
exogenous GA3 under anoxia while anoxia-intolerant cereals fail to behave 
similarly, but it should also be remarked that under anoxia gibberellins cannot be 
synthesized de novo. Membrane-bound monooxygenases needed to oxidize ent
kaurene to GA l2 require NADPH and oxygen [31]. 
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Figure 1. Effects of anoxia on a-amylase mRNA induction by gibberellins, a-amylase 
protein accumulation and isoforms pattern. A. Effects of air and anoxia on the induction of a

amylase mRNA in embryoless half-grains. Half-grains incubated in the presence ofGAfor 
three and six days, followed by northern blot with a rice a-amylase probe. See Perata et al. 

[20] for details about the experiment. B. Effects of anoxia on a-amylase protein 
accumulation. Rice grains germinating under aerobic or anaerobic conditions were extracted 
for proteins, subjected to SDS-PAGE and immunoblot, probed with an antibody against a

amylase. See Guglielminetti et al. [22] for details about the experiment. C. Pattern of aerobic 
and anaerobic a-amylase isoforms. Rice grains germinating under aerobic or anaerobic 
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conditions for 8 days were extracted for proteins, subjected to JEF and immunoblot. probed 
with an antibody against a-amylase. The different isoforms are identified by the letters A, B, 

G and H. See Guglielminetti et al. [I7l for details about the experiment. 

The existence of stored gibberellins (or precursors) in the dry grain of rice could 
be hypothesized, but this would imply that release from the stored form is anoxia
dependent, since aerobic gibberellin-dependent a-amylase gene expression requires 
exogenous GA3 if gibberellins biosynthesis is blocked by using specific inhibitors 
[32]. Experimental evidences obtained in our laboratories are suggestive of anoxic 
germination of rice as a gibberellin-independent process (unpublished observations). 
This proposal is supported by the successful germination of a gibberellin-deficient 
rice mutant (Tan-ginbozu) under anoxia, despite an extremely low level of AmylA 
transcript detected in this mutant; furthermore, the vigorous expression of Amy3D 
under anoxia (and to a minor extent Amy3B/C) compensates for the absence of the 
gibberellin-modulated Amy lA-encoded enzyme. 

2.4. Sucrose synthesis and degradation under anoxia 

Sucrose is synthesized under anoxia in rice, while this disaccharide is not 
synthesized in barley grains kept under anoxia [33]. These results are easily 
explained by the effects of anoxia in barley, which depresses the activity of sucrose 
phosphate synthase, the key enzyme for sucrose synthesis. In anoxic rice grains 
glucose resulting from starch degradation accumulates and sucrose can be 
synthesized [22]. The level of sucrose phosphate synthase is not affected by anoxia 
in rice [33]. Sucrose synthesis takes place in the scutellum of rice embryos, after 
glucose resulting from starch degradation is taken up by the epithelium cells. 
Sucrose synthesis is an energy-consuming process suggesting the importance of 
sucrose translocation to the growing rice coleoptile (where it will be degraded to 
hexoses and utilized through the fermentative pathway). Sucrose can be degraded in 
the citosol through the activity of two distinct pathways, one involving invertase and 
another with sucrose synthase as key enzyme [34]. One of the most heavily labeled 

35 
proteins detected after two-dimensional electrophoresis of in vivo S-methionine 
labeled protein extracts from anoxic maize seedlings is a 87 kD polypeptide, the 
product of the Shrunken gene (Shl), encoding the SSI subunit of the tetrameric 
enzyme sucrose synthase [35]. This indicates that sucrose synthase is synthesized 
under anoxia in maize [35], but a report by McElfresh & Chourey [36] shows that 
sucrose synthase is induced only at the transcriptional level in maize, without 
significant increase in the sucrose synthase protein amount. Therefore, mRNA 
encoding sucrose synthase is translated under anaerobic conditions [35], but not 
with a rate resulting in an increased sucrose synthase activity under anoxia [36]. In 
rice seedlings incubated under anoxia sucrose synthase is induced at both the 
transcriptional and the translational level [37, 38, 39], suggesting that differences 
between species showing a different tolerance to anaerobiosis can be observed in the 
efficiency of translation ofmRNA coding for anaerobic polypeptides. 
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The enzymatic set needed for the operation of the sucrose synthase pathway is 
fully present in anoxic rice seedlings. Anoxia does not reduce the activity of sucrose 
synthase, UDP-glucose-pyrophosphorylase, phosphoglucomutase, and fructokinase 
activities but, on the contrary, enhanced the activity of sucrose synthase, and 
fructokinase [22]. These enzymatic activities are instead negatively affected in 
anoxia-intolerant cereal grains [19]. 

2.5. Sugar availability affects anoxia tolerance in cereal grains 

Wheat grains incubated under anoxia show a decreased soluble sugar content. 
Indeed, the level of glucose, fructose, and sucrose falls to an almost undetectable 
level within a few days of incubation under anoxia [19]. Sugar depletion correlates 
with loss of viability of the grains (e.g. barley and wheat grains fail to resume 
germination if transferred from anoxia to aerobic conditions). Survival is correlated 
to an adequate supply of fermentable carbohydrates, since energy production under 
anoxia is restricted to glycolysis/fermentation. Several experimental evidences 
support this view. Feeding glucose to wheat grains enhances significantly their 
ability to withstand prolonged anaerobiosis, and even promotes root elongation [18]. 
Vartapetian et al. [40] proposed that rice coleoptiles are tolerant to anoxia as a 
consequence of their ability to transport organic compounds from the seed to the 
anaerobic coleoptile. Some authors reported data indicating that carbohydrates 
supplied exogenously enhance anoxia tolerance of plant tissues, [18, 41, 42, 43] 
while others proposed an opposite view [44, 45]. 

Additional evidences suggesting an important role for sugar supply in 
conferring anoxia tolerance have been recently reviewed [46, and references 
therein]. These evidences and others can be summarized as follows: (i) rice 
coleoptiles survival depends upon exogenous sugar supply; (ii) coleoptiles separated 
from sugar supply (endosperm) suffer of mitochondrial damage, while in cereal 
roots fed with exogenous sugars show enhanced tolerance to anoxia [42, 47]; (iii) 
maize root tips fed with glucose show increased adenylate energy charge [48, 49]; 
(iv) wheat grains fed with glucose or sucrose show increased anoxia tolerance [18]; 
(v) Ricard et al. [39] confirmed the critical role of sucrose synthase in anoxia 
tolerance in maize seedlings: a double mutant of maize lacking both the sucrose 
synthase genes shows decreased tolerance to anoxia, suggesting that sucrose 
synthase is needed for tolerance to anaerobiosis, and that sucrose is a substrate of 
primary importance for the anaerobic metabolism. (vi) Germain et al. [50] 
demonstrated that sucrose but not glucose or fructose allows anoxic tolerance in 
tomato roots, a consequence of a marked inhibition of hexokinases in the anoxic 
tomato roots resulting in the inability of this tissue to utilize hexoses. Sucrose was 
utilized instead, thanks to a sucrose synthase pathway allowing to by-pass the 
hexokinase-dependent hexose-phosphorylating step [50]. 
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2.6. Conclusion 

Rice grains represent a widely used model to study anoxia tolerance at the level of 
germination. It should be emphasized that the germination of rice grains under 
anoxia is far from normal, as described by Alpi and Beevers [37]. Only the 
anaerobic coleoptile elongates, longer than the aerobic one, but no root and leaves 
are produced under anoxia; these organs are indeed promptly produced upon transfer 
of the anaerobic seedlings to aerobic conditions. The ability to withstand prolonged 
anoxia (up to several days or even weeks) is likely the result of a modified metabolic 
rate, allowing to save as much energy as possible, together with an efficient pathway 
of starch degradation coupled sucrose synthesis. Sucrose is transported to the 
growing coleoptile where degradation occurs through a sucrose synthase pathway 
granting the recovery of most of the energy stored in this disaccharide. Energy 
production through fermentation can proceed allowing the maintenance of the 
subcellular integrity and a prompt recovery when aerobic conditions are restored. 
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Abstract. Heavy metal pollution causes a number of toxic symptoms both in higher plants and algae, e.g. 
growth retardation, inhibition of photosynthesis, induction and inhibition of enzymes, generation of 
oxidative stress. All plants cope with heavy metal stress by exploiting broad range of different response 
mechanisms acting in additive and/or synergistic way. Most common and important mechanisms 
comprise synthesis of metal-complexing peptides (glutathione, phytochelatins and related peptides), 
increased antioxidative enzymatic activity, synthesis of stress proteins (HSP), intracellular metal binding 
to nonprotein metal chelators like organic acids and phytate, release of extracellular, metal -binding 
exudates (composed of organic acids, amino acids, peptides, sugars and polysaccharides). Phytochelatins 
are regarded as potential biomarkers of heavy metal stress in plants. 
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1. INTRODUCTION 

Heavy metals (HMs) - a group of metals with a density higher than 5 g cm-3 - are 
generally toxic to plants, although a subset of them, at appropriate low 
concentrations, are essential micronutrients. All plants cope with HM stress (and 
homeostasis) by exploiting a broad range of different response mechanisms, which 
may act in an additive and/or synergistic way. The main defence mechanisms 
involved in HM detoxification were previously discussed in the so-called "fan
shaped" model (Figure 1) [1]. 

HEAVY METAL STRESS 

A VOIDANCE. DETOXIFICATION, DAMAGE REPAJR 

ROOT EXUDATION 

ATP-SULFURYLASE 
activ.tioD 

GLUTATHIONE 
PHYTOCHELATI NS 

~ 
I"FAN.§HAPED" RESPONSE I 

ROOT LIGNIFICATION 

ORGANI C ACIDS 

STRESS PROTErNS 

MET ALLOTHIONEINS 

Figure 1. "Fan-shaped" response to heavy metal stress in higher plants. In this 
multicomponent model, plants are proposed to cope with heavy metal stress by modulating 

the "expression" of each ray of the fan (after San ita di Toppi and Gabbrielli, 1999 and; 
San ita di Toppi et aI., 2002; with permission from Elsevier Science and Kluwer Academic 

Publishers) 
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In this chapter, which should be considered complementary and updating of 
another review-chapter previously published on this topic [2], we have paid 
particular attention to: 1) phytochelatins; 2) non-protein metal chelators, in 
particular organic acids and phytate; 3) HM response in algae. 

2. PHYTOCHELA TINS 

2.1. Generalities 

Some HMs and metalloids, and a few multi-atomic anions (see below) rapidly 
induce in the plant cell the cytosolic synthesis of metal-binding thiol peptides, 
namely phytochelatins (PCs), which may substantially contribute to HM 
detoxification in algae, fungi, lichens, mosses, ferns, gymnosperms and angiosperms 
[1-9]. PCs were first isolated and characterized in higher plants by Grill et al. [10], 
although their presence in Hg-treated tobacco leaves had been brilliantly 
hypothesized since 1973 [11, 12]. 

PCs form a family of structures with increasing repetitions of the y-GluCys 
dipeptide followed by a terminal Gly: (y-GluCyskGly, where n is generally in the 
range 2 to 5. Sometimes, desGlyPCs, that is PCs lacking the terminal Gly residue, 
can also be present [13]. In addition, a number of structural variants, for example, (y
GluCysk~-Ala (homo-PCs), (y-GluCys)n-Ser, (y-GluCys)n-Glu, etc. (collectively 
termed as isoPCs), have been identified in some plant species. In isoPCs and 
desGlyPCs, n values ranging from 2 to 7, more often from 2 to 4, are the most 
common. 

PCs are structurally related to glutathione (GSH; y-GluCysGly) and various 
studies have confirmed that GSH (or, in some cases, related compounds, such as y
GluCys-f3-Ala [homo-glutathione]) is the substrate for PC biosynthesis. Genetic 
studies, for example, in S. pombe [14, 15] and Arabidopsis [16] have confirmed that 
GSH-deficient mutants are also PC-deficient and hypersensitive to Cd. 

PCs can produce complexes with several HMs, thus preventing their free 
circulation inside the cytosol, by means of the metal chelating sulfhydryl groups of 
the Cys residues present in their structure [10] The molecular masses, for instance, 
of Cd-PC complexes range from about 1,800 to 4,000 Da, but may be as high as 
8,000 Da, depending on the ionic strength of the solvent employed for gel-filtration 
chromatography [9,17, 18] Some Cd-PC complexes can also include acid-labile 
sulphur (S2-), which gives them increased stability and higher Cd sequestration 
capacity. 

The most effective metal and metalloids in the induction of PC biosynthesis are 
Ag+, As02-, AsO/, Cd2+, Cu2+, Hg2+, Pb2+ and Zn2+. Moderate PC biosynthesis is 
detected also in response to Au+, Bi3+, Ga3+, In3-, Sb3+, Seot, SeOl and Sn2+. On 
the contrary, other metals such as Af+, C02+, Cr3+ , CrOl, Fe2+, MoO/-, Mn2+, Ni2+, 
Te4+ and W6+ do not appear to be effective stimulators of PC synthesis. Cd ions are 
probably the most powerful inducers ofpC synthesis [7, 19,20]. 
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2.2. Biosynthesis 

Two features of PCs, namely the presence of a non-translational y-carboxamide 
bond as in GSH, and the presence in iso-PC-(p-Ala) of an unusual C-terminal amino 
acid for which no tRNA is available, soon suggested a non-ribosomal origin of these 
peptides. Other important hints pointing to the non-translational formation of PCs 
through the extension of the GSH tripeptide were: i) the structural similarity 
between PCs and GSH, particularly the isopeptide bond; ii) the existence of an 
inverse relationship between HM -induced (especially Cd) PC accumulation and 
GSH depletion [17, 21, 22]; iii) the blockage of PC synthesis by buthionine 
sulfoximine (BSO), a specific inhibitor of y-EC synthetase [22, 23, 24]. All this 
strong circumstantial evidence on the origin of PCs were substantiated and extended 
by the isolation of a homogenously purified enzyme preparation from Silene 
vulgaris, capable of catalyzing the in vitro synthesis of PCZ.4 in the presence of GSH 
and micromolar Cd2+ ion concentrations [25]. The in vitro reaction catalyzed by this 
enzyme involved the transpeptidation of the y-EC moiety of GSH onto another GSH 
molecule forming PC2, or, at later stages, onto a growing PCn unit to yield a PCn+! 

oligomer. The first transpeptidation product (formed within a few minutes after Cd 
addition) was PC2, followed at 10-20 minute intervals by the appearance of higher 
order polymers (PC3, PC4). 

The enzyme responsible for PC synthesis, which can also utilize preformed PCs 
as its sole substrate, is a y-glutamylcysteine dipeptidyl transpeptidase (E.C.2.3.2.l5), 
and is commonly referred to as PC synthase [25]. 

2.3. Identification of PC synthase mutants and genes 

Even though PCs were first identified in S. pombe [26], and numerous screens for 
Cd-sensitive mutants of S. pombe have identified a range of mutants affected in PC 
biosynthesis or function [27, 28], none of these mutants identified the PC synthase 
gene. The first PC synthase mutants were identified in Arabidopsis. Cd-sensitive 
cad1 mutants are PC-deficient but have wildtype levels of GSH. They also lack PC 
synthase activity, indicating a defect in the PC synthase gene [29]. 

The identification of the cad1 mutants led to the isolation of the CAD 1 
(AtPCS1) gene using a map-based cloning strategy [30]. Simultaneously, PC 
synthase genes were isolated from two other groups using the expression of 
Arabidopsis and wheat cDNA libraries in S. cerevisiae to identify genes [AtPCS1 
[31] and TaPCS1 [32], respectively], which conferred increased Cd-resistance. A 
similar sequence was identified in the genome of S. pombe and targeted deletion 
mutants of that gene are, like Arabidopsis cad1 mutants, Cd-sensitive and PC
deficient, confirming the analogous function of the two genes in the different 
organisms [30, 32]. Heterologous expression in yeast or E. coli was used to 
demonstrate the biochemical activity of these Arabidopsis, wheat and S. pombe gene 
products. Each was sufficient for GSH-dependent PC biosynthesis in vitro, 
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confirming their identity as PC synthase genes [30, 31, 32]. Full-length or partial 
cDNA clones encoding PC synthases have also been isolated from other plant 
species including Brassica juncea and rice. In addition, a cDNA encoding a homo
PC synthase (GmhPCSl), which uses homo-glutathione (hGSH) (y-GluCys)u-J3-Ala) 
as a substrate, has recently been isolated from soybean [33]. A second PC synthase 
gene, AtPCS2, with significant identity to CADlIAtPCSl has also been identified in 
Arabidopsis [34]. Because PCs have not been detected in the severe cadl-3 mutant 
after prolonged exposure to Cd, it likely there was only a single active PC synthase 
in the wildtype [30]. Thus, the presence of a second gene in the genome came as a 
surprise. A recent study has demonstrated that this gene is transcribed and encodes a 
functional PC synthase enzyme [34]. The physiological function of this gene, 
however, remains to be determined. The isolation of a PCS2 mutant may be required 
to define its function. It appears that in most tissues AtPCS2 is expressed at a 
relatively low level compared to AtPCSl. Nonetheless, since AtPCS2 has been 
preserved as a functional PC synthase through evolution, it must presumably confer 
a selective advantage. This may indicate that PCS2 is the "predominant" enzyme in 
some sub-cellular compartment, or in a confined range of cells or tissues, or under a 
particular set of environmental conditions. It remains to be seen how many plant 
species express more than one PC synthase. 

2.4. Some animals express a PC synthase 

PCs have never been identified in an animal species. Thus, another surprise came 
when database searches identified similar genes in nematodes (Caenorhabditis 
species) and in slime mould, Dictyostelium discoideum. Also, partial sequences 
with homology to the plant and yeast PC synthase genes have been identified in the 
aquatic midge, Chironomus, and earthworm species (unpublished data). Both the C. 
elegans and D. discoideum genes encode PC synthase activities. Heterologous 
expression studies and in vitro activity assays have demonstrated conclusively that 
CePCSl is a bona fide PC synthase [35, 36]. Similarly, expression of the D. 
discoidium PC synthase in S. cerevisiae also confers PC biosynthesis in vivo and 
increased Cd-resistance (c. Cobbett, unpublished data). Significantly, by using the 
double-stranded RNA interference technique to suppress CePCSl expression in 
vivo, Vatamaniuk et al. [36] have shown that CePCSl plays an essential role in 
heavy metal detoxification in C. elegans. Animals injected with CePCSl double
stranded RNA are highly sensitive to Cd. Interestingly, while PCs clearly play a 
wider role in heavy metal detoxification in biology than previously expected, it 
appears that the genomes of S. cerevisiae, Drosophila melanogaster, mouse or 
human, some organisms do not contain a PC synthase gene. More comprehensive 
information regarding the presence of PC synthase genes in the phylogenies of 
animals may provide some clue to the selective pressures involved in their 
maintenance. 



138 L. SANITA' DI TOPPI ET AL. 

2.5. PC synthase enzymes and their regulation 

To date, PC synthase genes or cDNAs have been isolated from a range of different 
species. The molecular weights predicted for the deduced polypeptides range from 
42 to 70 kDa. The plant PC synthase sequences can be aligned across their entire 
length even in comparisons between sequences from a monocot (TaPCS) and a dicot 
(AtPCS) [32]. In contrast, an alignment of plant, yeast and animal PC synthase 
sequences shows that the N-terminal regions are similar (40-50% identical), while 
the C-terminal sequences show little apparent conservation [30]. The C-terminal 
regions contain multiple Cys residues, often as adjacent pairs or near pairs. 
However, there is no apparent conservation of the positions of these Cys residues 
relative to each other. Both the S. pombe and D. discoideum sequences contain N
terminal extensions which, in the D. discoideum sequence, also contains a number of 
Cys residues. 

As reported before, when a PC synthase activity was first identified (from 
cultured cells of Silene vulgaris), it was characterised as a yGluCys dipeptidyl 
transpeptidase (EC 2.3 .2.15) [25]. It catalysed the transpeptidation of the yGluCys 
moiety of GSH onto a second GSH molecule to form PC2, or onto an existing PCn 
molecule to form a PCn+1 derivative. In vitro studies using purified epitope-tagged 
derivatives of cloned PC synthases have confirmed these earlier observations [31, 
37]. The recently isolated soybean hPC synthase (GmhPCSl) is able to use both 
GSH and hGSH as a substrate [33]. In the presence of hGSH only a low level of 
hPC synthase activity was detected (in contrast to AtPCS 1, which was unable to use 
hGSH only as a substrate). In the presence of GSH only, both enzymes had a high 
level of PC synthase activity. For GmhPCSl, when GSH was added in the presence 
of hGSH, the rate of hPC synthase activity increased 100-fold. Further experiments 
using hGSH and S-methyl-GSH demonstrated that hGSH acts as the acceptor 
molecule for yGlu-Cys(SCH3) moieties transferred from the S-methyl-GSH donor 
molecules (and presumably yGlu-Cys moieties transferred from GSH). Interestingly, 
AtPCSI can also effectively synthesise hPCs under the same conditions in vitro. 
This indicates that it is the presence of the substrate GSH or its various isoforms, 
such as hGSH, in vivo, rather than different specificities of the enzymes themselves, 
that determines the nature of the PCs synthesised. 

PC synthesis can be induced by a range of metal ions in S. pombe and in both 
intact plants and plant cell cultures (see above). Kinetic studies using plant cell 
cultures demonstrated that PC induction is rapid and is independent on de novo 
protein synthesis. Thus, PC synthase appears to be expressed independently of 
heavy metal exposure and the activity has been detected in extracts of plant cell 
cultures or tissues grown in the presence of only trace levels of essential heavy 
metals. These in vivo studies suggested PC synthase is primarily regulated by 
activation of the enzyme in the presence of heavy metals. In vitro assays using the 
partially purified enzyme from S. vulgaris demonstrated it was active only in the 
presence of a range of metal ions, including Cd, Ag, Bi, Pb, Zn, Cu, Hg, and Au 
cations [20, 25]. Interestingly, among the effective activators are also the anions, 
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As02- and As04-3. Broadly, the range of activating metal ions has been confirmed by 
in vitro studies of PC or hPC synthase enzymes expressed and purified from E. coli 
or S. cerevisiae [31, 32, 33, 37]. There is some debate about the mechanism through 
which PC synthase is activated by such a wide range of metal ions. Early models for 
the activation of PC synthase assumed a direct interaction between metal ions and 
the enzyme but raised the question of how the enzyme might be activated by such a 
wide range of metals. With the cloning of PC synthase genes, the expression and 
purification of different enzymes has led to more comprehensive investigations of 
the mechanisms of enzyme activation and catalysis. Nonetheless, two recent studies 
have led to different interpretations. 

The data of Vatamaniuk et al. [37] suggested that, in contrast to earlier models 
of activation, metal binding to the enzyme per se is not responsible for catalytic 
activation. AtPCSl binds Cd ions at high affinity (Kd = 0.54 ± 0.20 f.!M) and high 
capacity (stoichiometric ratio = 7.09 ± 0.94). However, it has much lower affinity 
for other metal ions, such as Cu, which are equally effective activators [31, 37]. 
Modelling studies showed that in the presence of physiological concentrations of 
GSH and micromolar concentrations of Cd, essentially all of the Cd would be in the 
form of a GSH thiolate, thus suggesting that free Cd would be unlikely to be the 
activator. They also showed that S-alkylglutathiones can participate in PC 
biosynthesis in the absence of heavy metals indicating that metal ions were not an 
absolute requirement for activation and suggesting a model whereby blocked 
glutathione molecules are both the substrate and the activator for PC biosynthesis. 

In contrast, the study by Oven et al. [33] found that S-methyl-GSH activated 
AtPCS 1 to a very limited extent and that this activation was completely inhibited in 
the presence of Cd ions. This difference was ascribed to the use of different buffers 
in the reactions. Under their chosen reaction conditions, Oven et al. [33] 
demonstrated the presence of thiols as an essential requirement for PC synthase 
activation. Interestingly, these authors found that different combinations of thiols 
and metal ions influenced activity to greatly different extents indicating that the 
characteristics of the metal-thiolate complexes are likely to be important in in vivo 
activation of the enzyme. 

The conserved N-terminal domain of PC synthase is presumed to be the 
catalytic domain. This conclusion is supported by the characterisation of a nonsense 
mutant of CAD] (AtPCSJ) which, while expected to lack most of the C-terminal 
domain, retains a residual level of activity in vivo [29, 30]. This domain probably 
acts to enhance activity possibly by binding metal glutathione complexes via thiolate 
bonds with the Cys residues and thereby increasing the kinetics of catalysis. Further 
in vitro studies are required to determine the role of the C-terminal region. 

Most studies to date indicate that PC synthase activity is regulated at the level of 
enzyme activation and suggest that the induction of PC synthase gene expression is 
unlikely to play a significant role in regulating PC biosynthesis. Indeed, the 
expression of AtPCSl/CAD] showed that levels of mRNA were not influenced by 
exposure of plants to Cd and other metals, thus suggesting an absence of regulation 
at the level of transcription [30, 37]. In contrast, analysis of TaPCS] expression in 
roots indicated increased levels of mRNA on exposure to Cd [32] indicating that, in 
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some species, activity may be regulated at a number of levels. Little is known about 
the tissue specificity of PC synthase expression and/or PC biosynthesis. In a study 
on tomato, activity was detected in the roots and stems of tomato plants but not in 
leaves or fruits [38]. 

3. NONPROTEIN METAL CHELATORS 

3.1. Organic acids 

In plants, organic acids may be implicated in detoxification, transport and 
compartmentalization of heavy metals. Organic acids are present in all living 
organisms; they are low-molecular weight compounds containing carbon, hydrogen 
and oxygen, and are characterised by one or more carboxylic groups. The number 
and the dissociation properties of the carboxylic groups determine the negative 
charges carried by the molecules, thus either the number of metal cations that can be 
bound in solution or the number of anions that can be displaced from the soil matrix 
[39]. The most stable ligand-metal complexes have the highest number of carboxyl 
groups available for binding metal cations. Metal complexes with citrate3-

(tricarboxylate) are more stable than those with malate2-, oxalate2- or malonate2-

(dicarboxylate) and acetate!- (monocarboxylate) [40]. 
In several plant species, organic acids participate in (i) metal exclusion 

mechanisms, as metal chelators excreted by the root apex outside the plant and (ii) 
metal hyperaccumulation mechanisms, as metal chelators inside the plant, with 
various degrees of metal retention within root and shoot [41, 42]. The total 
concentration of organic acids in the root is generally about 10-20 mM, but may 
vary depending on the degree of cation-anion imbalance, because organic acids 
often provide the negative charges which balance excess cations [39]. 

Within the plant cell, organic acids are mainly synthesised in mitochondria 
through the tricarboxylic acid cycle, but the site of preferential storage is the 
vacuole. Usually root vacuoles contain 2-10 fold higher concentrations of malate 
and citrate than cytosol (5 mM) [39], and organometallic chelates can be found in 
the cell wall, cytoplasm and vacuoles [9]. 

3.2. Metal exclusion (organic acids in root exudates) 

The composition of root exudates varies greatly depending on environment, plant 
species and age [39, 43]. Plants growing on strongly acid soils (pH<5) are exposed 
to Al toxicity, which inhibits root growth thus limiting crop productivity [40, 44, 
45]. The fundamental mechanisms of Al toxicity and resistance in plants are not 
known as yet, but root exudation of organic acids appears to be the main mechanism 
for Al detoxification in AI-resistant plants [39, 45, 46]. Soil At1+ ions induce the 
release of organic acids (malate, citrate, oxalate) into the apoplast of the root apex 
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and the external solution, where they chelate A13+ to prevent damage to cell wall 
and/or plasma membrane [39,44,45]. 

Other metal cations were reported to induce root exudation of citric acid in 
Arabidopsis thaliana (Cu2+) [47] acetic and succinic acids in durum wheat [48], and 
oxalic acid in rice (Pb2+) [49]. In some species (wheat, maize, buckwheat) the efflux 
rate of organic acids depends on transport rather than on internal concentrations of 
organic acids [40], and may be stimulated by high concentrations of the external 
dissolved inorganic C incorporated into PEP carboxylase activity [50]. 

Two patterns for AI-induced secretion of organic acids by plants were described 
[51]. In pattern I (wheat, buckwheat) the release of organic acids by plant roots 
exposed to toxic Ae+ concentrations is immediate and probably due to the activation 
of anion channels for organic acids. In pattern II (rye, Cassia tora) there is a clear 
lag phase between Al exposure and organic acid exudation, probably due to 
induction of genes related to the metabolism of organic acids, anion channels on 
plasma membrane and/or tonoplast, or organic acid transport from mitochondria 
[51]. In Arabidopsis thaliana the release of organic acids by the root appears to be 
mediated by an outward rectifying anion channel localized on the plasma membrane 
of root cells, with its gating possibly regulated by Ae+ [52]. Toxic concentrations of 
Ae+ may stimulate the release of organic acids in the rhizosphere either directly or 
altering organic acid export from mitochondria and/or reduced organic acid transport 
into the vacuole, leading to increased concentration of organic acids in the cytosol 
and subsequent excretion from root cells [52]. AI-dependent anion channels have 
been identified in wheat and maize and seem to be the likely pathway for citrate 
efflux from the root [40, 46, 53]. Conclusive evidence that organic acid excretion 
from the root is the main mechanism of Al tolerance in higher plants was given by 
tobacco (Nicotiana tabacum) plants genetically engineered for this trait [54]. 

Plant species differ greatly in their sensitivity to Ae+ stress (Table 1) and a large 
intraspecific variation in Ae+ tolerance is known to occur in some important crops 
(wheat, maize, soybean) [40]. 

In the tribe Triticeae, research on AI-resistance mechanisms has focused on 
wheat (Triticum aestivum), rye (Secale cereale) and triticale, a synthetic hybrid of 
wheat and rye. Wheat roots excrete malic acid when exposed to toxic Al 
concentrations [55-59]. Although rye is the most AI-tolerant species, its Al
resistance mechanism is not known [60]. However, Ae+ specifically induced citric 
acid exudation from the root tip of rye [60]. In triticale, AI-resistance is thought to 
be inherited from rye and rely on similar mechanisms [60]. Janxi, a variety of 
buckwheat (Fagopyrum esculentum Moench.) which is highly resistant to Al 
toxicity, excretes oxalic acid from the root tip [61, 62]. 

Maize (Zea mays L.) responds to Ae+ toxicity through root excretion of either 
citrate and malate [46, 63], or oxalate [45]. However, there is some indication that 
also phenolics may be involved in AI-detoxification [45]. 

In several varieties of soybean (Glycine max) toxic levels of Al specifically 
induced citric acid exudation from primary root. Furthermore, citric acid 
concentrations were positively related to the degree of AI-resistance [64]. In 
contrast, AI-exclusion mechanisms do not seem to operate in lateral roots of 
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soybean, since A13+ accumulates in the meristem [65]. Citric acid exudation from 
root tip is the mechanism for AI-resistance also in a variety of snapbean (Phaseolus 
vulgaris L.) [66]. 

Table 1. Enhanced organic anion exudation from the root of selected species in response 
to environmental stimuli (modifiedfrom [40)) 

Species Major Metal EjJlux 1 EjJlux 2 Comments 
organic nmol/gFW/ (units 
acid h shown) 
released 

Wheat Malate +AI 4000c 2.0 nmoll Root apices 
apex/h 

Maize Citrate +AI 55b 0.25 nmoll Root apices 

Tabacco Citrate +AI 240d 
apex/h 
0.18 nmoll Root apices 
apex/h 

Cassia tora Citrate +AI 280" Wr 

Criticale Citrate, +AI 7,9" Wr 
malate 

Rye Citrate, +AI 70,35" Wr 
malate 

Buckwheat Oxalate +AI 70' Wr 
Soybean Citrate +AI 55 Wr 
Taro Oxalate +AI 46 Wr 
Sunflower Citrate +AI 150,25 

nmollplant/h 
Oats Citrate +AI 6" Wr 
Radish Citrate +AI 23" Wr 
Brassica napus Citrate, +AI 4,4" Wr 

malate 
Citrate +AI 38" Wr 

Paraserianthes Citrate +AI 1.4 Wr 
falcataria nmollplantlh 
Arabidopsis Citrate +Cu 122" Wr 
thaliana 

Assumption used in calculating ejJlux to common units: (a) DW = 7% FW; (b) 
root apex = 6 mm x 1 mm diameter; (c) root apex = 2 mm x 0.5 mm diameter; (d) 
root apex = 6 mm x 0.4 mm diameter. Wr = whole root. 
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Investigations on AI-resistance mechanisms of Cassia tora showed that citrate 
exudation protects the root apex against Al stress [67]. Similarly, five often species 
of wild herbs (Deschampsia flexuosa, Galium saxatile, Rumex acetosella, Veronica 
officinalis and Viscaria vulgaris) were shown to rely on exudation of citrate, malate 
or oxalate in the rhizosphere for Al detoxification [68]. 

AI-sensitive mutants of Arabidopsis thaliana were analyzed in an attempt to 
identify genes encoding targets of Al toxicity and characterizing genes for Al 
resistance [52]. When Arabidopsis thaliana was exposed to Al stress, the main 
organic acids exuded by the root were citric acid in the wild type, and both citric and 
malic acids in these mutants [52]. 

3.3. Metal hyperaccumulation (organic acids as metal chelators inside the plant) 

Metal hyper-accumulating plants partition the absorbed metals between root and 
shoot to different degrees, depending on species, metal type and concentration [9]. 
Toxic metals accumulated in the shoot can easily be removed by leaf fall. In 
contrast, metals absorbed by perennial organs such as roots are converted into 
soluble and insoluble fractions. The insoluble fraction is retained by the root (mostly 
in the cortex), while the soluble fraction is translocated to the leaves and can be 
subsequently removed at leaf fall [69-71]. Within the cell, organic acids may act as 
intracellular chelators in the cytosol, the vacuoles, and the cells of the vascular 
system of either root or shoot [9]. Plants have evolved mechanisms to avoid metal 
toxicity, either tolerating high concentrations in the cell cytosol or sequestering 
metals in vacuoles. Generally vacuoles of metal-tolerant and sensitive plants 
exposed to toxic metals contain high metal concentrations (Ni, Zn, Cu, Pb, Cd) [69]. 
Organic acids could operate both as metal detoxifying agents and transporters as in 
the Zn-malate shuttle hypothesis [72, 73], proposed to explain Zn transport from 
cytosol to vacuoles. According to this model, malic acid would bind Zn in the 
cytosol, and the resulting Zn-malate complex would be transported across the 
tonoplast into the vacuole, where Zn would be stored after being complexed by 
another strong chelator such as citric or oxalic acid, or anthocyanidines when 
available [72, 73]. However, the pivotal role of malate in Zn intracellular transport is 
not supported by more recent studies [74, 75]. 

Perhaps the most unusual Ni hyper-accumulator is the serpentine-endemic tree 
Sebertia acuminata from New Caledonia. This tree produces a dense blue-green sap 
extraordinarily rich in Ni (257,000 Ilg/g in the dried material, 112,000 Ilg/g in the 
fresh latex) [71, 76, 77]. In the latex, at least 40% Ni is complexed by citrate [77], as 
previously found also in the leaf sap [78], but the inorganic anion nitrate (N03-) may 
also participate in Ni complexation [77]. In S. acuminata, Ni concentrations are very 
high also in other plant parts, such as leaves, trunk bark, twig bark, fruits and wood 
(11,700, 24,500, 11,200, 3000, 1700 Ilg/g DW Ni) [71]. As hypothesised earlier 
[79], the Ni absorbed by the root may be complexed by special root membrane 
"selectors" and then passed onto "transport ligands" such as citrate and/or malate. 
Alternatively, the Ni-selector complex may form a triple complex with the transport 
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ligand (Morrison, 1980, as cited by [80]) and the Ni-transport complex released into 
the xylem, with the selector going back to the root membrane. However, the precise 
mechanism of Ni detoxification and transport inside the plant of S. acuminata needs 
to be fully elucidated [77]. 

Most Ni-hyperaccumulating species store Ni as Ni-organic acid complexes in 
vacuoles of leaf epidermis and other periferic tissues [71, 77, 78, 81-86], either 
including trichomes [84] or not [86] and using Ni as an inorganic defence system 
against predators and pathogens [77, 87, 88]. Ni can be complexed by ligands 
containing carboxyl (COOH) and sulphydril (SH) groups [89], and in the majority of 
Ni-hyperaccumulators is stored in leaf vacuoles as Ni-citrate or malate complexes, 
with some involvement of malonate [71]. A Ni-citrate complex was found in three 
Homalium and two Hybanthus species, generally accompanied by the Ni aquaion 
Ni(H20)l+ and hydrated Ca2+ and Mg2+ ions, except in Homalium guillainii [78]. 
Ni-citrate and traces of malic and malonic acids were also found in leaf extracts of 
Alyssum and Pearsonia metallifera [78], and of three subspecies of Alyssum 
serpyllifolium [82]. Similarly, purified extracts of three Philippine Ni
hyperaccumulators contained Ni associated to comparable amounts of either malic 
acid in Dichapetalum gelonioides subsp. tuberculatum and Walsura monophylla, or 
malic and citric acids in Phyllanthus palawanensis [90]. Several studies on the Ni
hyperaccumulating species Alyssum bertolonii, a serpentine endemic in Italy 
(Tuscany) which can accumulate over 10,000 Ilg/g Ni in the leaves, unequivocally 
showed that malic and malonic acids are responsible for Ni2+ chelation in leaf sap 
[81, 84, 91], root sap and xylem too [84]. The finding that malic and malonic acid 
concentrations in the leaves of A. bertolonii decreased dramatically when it was 
grown in Ni-poor soil further supported this hypothesis [91]. However, the 36-fold 
increase of the concentration of free amino acid histidine in xylem sap when A. 
lesbiacum was exposed to toxic Ni concentrations and the positive linear correlation 
between Ni and the free histidine [92] gave compelling evidence that amino acids 
are involved in Ni complexation in xylem sap. It can be hypothesised that Ni-amino 
acid complexes may be preferred for Ni transport while Ni-organic acid complexes 
may be the chemical form ofNi storage [71,92,93]. Amino acids were found to be 
involved in Ni complexation in xylem exudates also in the Ni-hyperaccumulator 
Dichapetalum gelonioides subsp. tuberculatum [94]. Ni-hyperaccumulator species 
are known in the genus Thlaspi (T. goesingense; T. montanum cv. californicum, 
montanum and siskiyouense; T. caerulescens) [95]. Although T. goesingense is 
characterised by rhizosphere exudates rich in citric acid and histidine, neither this 
strategy nor a fast root-shoot transport of Ni2+ appears to be related to Ni tolerance 
and accumulation in this species [96]. A recent study [97] on Ni speciation in leaf 
tissues of T. goesingense through x-ray absorption spectroscopy showed that 87% of 
Ni not bound to cell walls was bound and compartimentalized as Ni-citrate in leaf 
vacuoles. However, a small portion (about 25%) of intracellular Ni resulted bound to 
histidine in the cytosol, probably for Ni intracellular transport and storage in leaf 
vacuoles [97]. The phytochemistry of Ni accumulation in other Thlaspi species has 
not been investigated yet. 
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A few studies focusing on some cobalt (Co) and/or copper (Cu) 
hyperaccumulating species growing on mineralised outcrops in Zaire suggested that 
oxalic acid may chelate Co in the leaves of the Co-hyperaccumulator 
Haumaniastrum robertii (Morrison, 1980 and Morrison et aI., 1981 as cited by [71]). 
Although a similar mechanism for both Ni and Co accumulation in Alyssum trodii 
has been postulated, the phytochemical basis of Co accumulation still needs to be 
elucidated in this species [95]. 

Thlaspi caerulescens is the most well known Zn hyper-accumulator. This 
species and other species of the same genus which accumulate Zn in roots and 
shoots, organic acids (citrate and oxalate) seem to playa key role in Zn2+ long
distance transport and vacuolar storage [95, 98]. It has been found that in leaf 
epidermal cells, Zn is converted into a soluble compound that is preferentially stored 
in vacuoles [75]. However, evidence of the involvement of organic acids in Zn 
compartmentalization, which is the main process responsible for Zn tolerance [99] is 
still lacking. 

Cadmium (Cd) tolerance in plants relies on Cd binding to high molecular 
weight compounds such as PCs, however both long-distance transport [100, 101, 
102] and vacuolar compartmentalization [103] of Cd seem to require organic acids 
(citrate, oxalate, malate) and probably amino acids [1]. 

In the AI-resistant buckwheat, not only oxalic acid is secreted by the roots to 
prevent Ae+ from entering the root, but it also has a role in the internal 
detoxification of Ae+ in root and shoot tissues. Both mechanisms contribute to Al
resistance in buckwheat [104]. 

In conclusion, organic acids in plant tolerance to heavy metals are responsible 
for metal detoxification when metals enter the root, metal compartmentalization and 
storage in the cell vacuoles and long-distance transport of metals, although the latter 
is sustained also by other low molecular weight compounds such as amino acids 
[105, 106]. 

3.4. Phytate 

Phytate is a salt of phytic acid [myo-inositol-1,2,3,4,5,6-hexakis (dihydrogen 
phosphate)] which belongs to the inositol phosphate family. These compounds have 
different biological and chemical activities depending on number and relative 
positions of phosphate groups [107]. Phytate has a strong but not selective cation
chelating ability: the six phosphate groups of each molecule may release 12 
hydrogens in water and expose six negatively charged sites on phytic acid that may 
bind cations of plant macronutrients (P2+, Mg2+, K+, Ca2+) [108] and micronutrients 
(C 2+ N·2+ C 2+ M 2+ F 3+ Z 2+) h fun' . . 1 0, 1, u, n, e, n , t us cttonmg as a mmera storage 
compound, and may detoxify cations of heavy metals (Cd2+, C?+) [107, 109-112]. 
Phytate complexes with mineral cations form globoids that constitute 1 % or more of 
the embryo and (or) seed dry weight in wheat, barley and maize, and appear to be 
important for seedling establishment, when enzymatic degradation of phytate by 
phytase (phytic acid phosphatase) provides the plant with phosphate, mineral cations 
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and myo-inositol [109,111]. However, phytate can also be found in other plant 
organs. Roots of several crop plants (soybean, lucerne, lupin, tomato, rapeseed, 
cabbage, radish, wheat, maize) and of a Zn-tolerant species (Deschampsia 
caespitosa) had high levels of phytate when exposed to high concentrations of Zn. 
Restricted transport of Zn from root to shoots is probably a strategy to protect the 
plant from metal toxicity [113,115]. In the root, globular inclusions of Zn-phytate 
were localized mainly in the endodermis of dicotyledonous species and in the 
pericycle, stele and inner cortex of monocotyledonous species, after prolonged 
exposure to toxic Zn concentrations [115]. In contrast, no globular inclusions of Zn
phytate were observed in sunflower, field pea and Italian ryegrass [115], or in the 
metallophyte Thlaspi caerulescens [116] exposed to high Zn concentrations. 

Cd stimulated the formation of Cd-phytate globoids in the fronds of some lines 
of duck weed (Lemna minor) [117] and in the root of bracken (Pteridium aquilinum 
L.) infected by mycorrhizae [118], but not in soybean, lucerne and maize [115]. In 
the Agrostis capillaris metal tolerant variety Parys Mountain, Pb was accumulated in 
the root as Pb-P deposits with a pyromorphite [Pbs(P04)3C1]-type structure and not 
as Pb-phytate [C6H1S024P612-] complexes [119]. 

In conclusion, phytate is essential for P storage, but it appears to play only a 
minor role in metal detoxification in plants. 

4. STRESS RESPONSE TO HEAVY METALS IN ALGAE 

4.1. Generalities 

Algae, a group of diverse organisms of plant-type photosynthesis, are primary 
producers and essential constituents of aquatic ecosystems, often playing a role as 
dominant vectors for heavy metals. Algal cells and thalli are important biosorbents 
influencing the environmental fate of metals, their chemical speciation and 
bioavailability [120-122]. All metals, even those that are essential nutrients at low 
concentrations (Zn, Cu, Mn, Co, etc.) may exert toxic impact on algae at high 
concentrations. 

To indicate effects of stressors (including HM) on aquatic organisms such as 
algae, special acronyms such as LOEC (lowest observed effect concentration), 
NOEC (no observed effect concentration), MATC (maximum acceptable toxicant 
concentration), EC (effective concentration), LC (lethal concentration) are used by 
toxicologists [123]. These parameters are estimates of the stressor concentrations to 
have the effect on a percentage of the population, or biological response being 
measured for test that have been conducted for a specified duration. For instance, 
Schafer et al. [124] estimated that 0.079 mg Cull was 72 h ECso, which inhibited 
growth of the green alga Chlamydomonas reinhardtii by 50 % for 72 h exposure. 

A variety of environmental factors are known to modify significantly the uptake 
and toxic effects of heavy metals on algae [125-127]. They include pH of water 
[128, 132], light intensity [133, 135], the presence of inorganic nutrients such as 
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phosphorus, calcium, magnesium [132], inorganic and organic che1ators and 
comp1exing compounds present in surrounding water [136, 137], exchange reactions 
between suspended matter and water [138]. Generally, strongly complexed and 
adsorbed metals like Cd, Pb, Cu, Zn are not available for uptake, and free-cations 
are most toxic for algal cells. However, some recent reports show that Cd, Zn and 
Ag may also be available for algae in the form of particular complexes like chlorides 
or citrates, not only in the form of free-cations [139-141]. Some metals and 
metalloids like Pb, Hg, Sn, As can occur as lipophilic organometallic compounds, 
which can be also accumulated by algae and in some cases can exert even stronger 
toxic effects than inorganic forms of these elements [142, 145]. There are 
suggestions that they can rapidly pass through algal cell membranes via passive 
diffusion [146]. Accumulation of organotin compounds was reported for a few 
freshwater green algae like Ankistrodesmus falcatus [147], Scenedesmus obliquus, 
Chlorella vulgaris [148] and some blue-green algae [149]. Accumulation of 
organocomplexes of Pb, Cu, Cr and TI in neutral lipids and plastoglobuli of the 
green alga Cladophora has also been reported recently [143]. The primary impact of 
heavy metals on the algal cells is at the biochemical and physiological levels. 
However, HM-stress affects algae also at organism, population and community 
levels of biological organization, leading to the elimination of sensitive species, and 
the dominance of a few resistant/tolerant species (for review see [150]). 

4.2. Effects of metals on algal metabolism and growth 

At the sub-cellular level heavy metals can interact with macromolecules or disturb 
cell membrane integrity, leading to inhibition of essential metabolic or physiological 
process and ultra-structural changes. Uptake of heavy metals in algae can result in 
inhibition of several enzymes [151]. For example, it was found that Cd, Zn and Hg 
inhibited NADP-oxidoreductase in Euglena, thereby significantly lowering the cell 
supply ofNADPH [152]. High concentrations of Cd, Cu and Zn induced reduction 
of nitrate assimilation in the green alga Chlamydomonas reinhardtii, by inhibition of 
glutamine synthetase activity [153]. Cu was found to inhibit plasma-membrane H+
ATPase activity in Nitella flexis [154], while Ni and Mn increased activity of the 
chlorophyll degradation enzyme ch10rophyllase (Chlase) in two other green algal 
species [155]. Cd caused inhibition of carbonic anhydrase in the blue-green alga 
Synechocystis aquatilis [156]. Generally, binding of the metal to the sulphydryl 
group is proposed as mechanism of metal action on enzymes: strong affinity to SH 
groups is exhibited particularly by metals as Cd, Pb, Hg [151]. However, as reported 
for Rubisco in Cd-exposed brown alga Laminaria saccharina, Cd does not interact 
directly with this enzyme, but inhibits de novo protein synthesis and general enzyme 
biosynthesis [157]. 

Furthermore, heavy metals can disrupt cell transport processes in algal cells by 
formation of pores and changes in plasma membrane [154]. High concentrations of 
unessential metals can cause imbalance of essential metals in algae; however, there 
are competitive interactions also among metals, independently of their physiological 
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role. For example, high levels of Cu and Zn inhibited cellular Mn uptake, and high 
Cu inhibited Zn uptake rates in the green alga Chlamydomonas spp., by blocking 
Mn and Zn binding to high-affinity uptake systems [158]. The uptake of toxic 
amounts of metals such as Cd, Cu, Cr, Hg, Sn, Pb, Zn, etc. may result, among other 
things, in inhibition of photosynthesis by strong effects on the pigment content, 
inorganic carbon assimilation and oxygen evolution, both in prokaryotic and 
eukaryotic algae [132, 144, 156, 159, 160]. Photosystem II was inactivated by 
elevated Cu and Zn concentrations in ChIarella pyrenoidosa [161). Chlorophyll 
biosynthesis inhibition and chlorophyll damage by Cd, Hg, Pb, Cu and Zn were 
reported in many green algae, euglenins and diatoms [162, 164). In some species of 
Euglena and ChIarella cell respiration was also affected by Cd, Hg, Pb and Zn [165-
167]. In Scenedesmus quadricauda, apart from chlorophylls, total DNA, RNA and 
protein content were lowered too [168). Adenylate metabolism was disturbed by Cd 
in the blue-green alga Synechocystis aquatilis [169). 

In HM-stressed algal cells several significant ultra-structural and morphological 
alterations can be observed. For example, Cr(VI) induced formation of large 
uninucleated cells in Scenedesmus acutus, but also formation of multicellular 
plurinucleated aggregates [170). Cell enlargement was also observed in Cd-exposed 
green alga Stichococcus bacillaris [171] and Cu-exposed diatom Ditylum 
brightwelli. Heavy metals may affect total cell volume, number and relative volume 
of polyphosphate bodies, lipids, vacuoles, plasmalemma and cell wall organization 
in algae belonging to various taxonomic groups [172-175). Metals caused a 
disruption of thylakoidal membranes in chloroplasts of the green algae Chiarella 
fusca and disorganization in structure of nucleus and loss of flagella and movement 
ability in Haemotococcus lacustris in the flagellate stage [176, 177). Deformed algal 
cells, unable to divide, and broken cells have been often observed [160,171). HM
exposed algae revealed inhibition of cell division rates and significant growth 
inhibition [132, 171, 178-180]. Another toxic metal AI., caused destruction of cell 
wall and cell vacuolization in green algae Monoraphidium and Stichococcus [181], 
as well as inhibition of cytoplasmic streaming in Vaucheria longicaulis 
(Xanthophyta) [182). 

HMs may also affect algae life cycles. In the Cr-exposed green alga S. acutus 
cell proliferation and coenobia formations were inhibited [170). Inhibitory effect of 
Zn on zoospore release and settling was reported in the periphytic green alga 
Stigeoclonium tenue [183, 184). In the Cu- and As-exposed brown alga Macrocystis 
pyrifera and Laminaria saccharina, germination of zoospores and gametophyte 
development were inhibited [185, 186). 

4.3. Oxidative stress 

Exposure to heavy metals also causes alterations at the cellular level of reactive 
oxygen species (ROS) implicated in many cellular injuries, leading to growth 
inhibition or cell death [178]. The micronutrient Cu can participate directly in 
reactions generating ROS because of its redox properties. Cu-induced oxidative 
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stress, expressed as an increase of activities of anti oxidative enzymes such as 
ascorbate peroxidase (APX), guaiacol peroxidase (GPX) and superoxide dismutase 
(SOD), was observed in the green microalga Scenedesmus bijugatus [187]. Another 
symptom of Cu-stress was glutathione (GSH) oxidation, expressed as decreased 
ratio of GSHlGSSG, reported for different algal taxons [160, 188, 189]. A similar 
effect was evidenced in Hg-stressed green algae Chlorogonium elongatum [190] and 
Tetraselmis tetrahele [191]. In the Ni-stressed Scenedesmus acutus f. alternans, 
there were significant differences in the expression of oxidative stress between Ni
tolerant and Ni-sensitive algal strains: only in the sensitive strain, Ni induced a 
decrease of GSH/GSSG ratio [192]. The enzymes of glutathione cycle and 
metabolisms like y-glutamylcysteine synthetase (y-GCS), glutathione synthetase 
(GS), glutathione disulfide reductase (GSSG-R), GSH-transferase (GST) and GSH
peroxidase (GSH-PX) are involved in glutathione-mediated alleviation of metal 
stress in algae. In Scenedesmus bijugatus Cu stress increased the activities of y-GCS, 
GST and GSH-PX and decreased the activity of GSSG-reductase [193]. Toxic 
effects of nonessential elements like Pb, Cd, and Hg are related to their ability to 
promote oxidative stress at subcellular levels. Hg and Cd can disrupt electron 
transport in both respiration and photosynthesis, thus generating ROS in Euglena 
gracilis [194]. In the marine alga Dunaliella tertiolecta, dose-dependent stimulation 
of intracellular reactive oxygen species (ROS) production was also observed with 
Zn treatment [195], while the Cd-stressed cells of Chlamydomonas reinhardtii 
accumulated free proline acting as an antioxidant [196]. In a number of green algae, 
diatoms and dinoflagellates, the exposure to Cu, Cd, Hg and Pb caused increase of 
SOD activity [160, 197]. Fe-SOD and Mn-SOD, but not CU/Zn-SOD isoforms were 
induced by pollutant metal treatment. Toxic metals are able to disturb the oxidative 
balance in chloroplasts of algae. Beside the increased activity of SOD, in the 
isolated chloroplasts of the unicellular alga Gonyaulax polyedra, chronically 
exposed to Hg, Cd, Cu and Pb, high activity of APX, high GSH content and 
decreased peridin (dinoflagellate carotenoid) level were observed [198]. In acute 
HM-stressed cells, increased levels of p-carotene and slightly increased activities of 
SOD and ascorbate peroxidase were detected. The changes in SOD activity were 
dependent on metal concentration and time of exposure. In addition, increased 
oxidative damage to proteins and lipids occurred mainly in the cells under acute 
stress. Pb was the most damaging toxicant, causing protein oxidation and lipid 
peroxidation. The increase of APX activity to prevent cell damage in the presence of 
Cu, Co, Pb and Ni was also reported in the green alga Selenastrum capricornutum 
[199]. For these reasons, heavy metals in a number of different ways may interrupt 
the normal metabolic processes and integrity of algal cells. 

4.4. Cell exudates 

Algae are known to produce extracellular organic substances under optimum 
conditions and increase this exudate production under stress. The production of 
exudates, which posses metal complexation capacity, is assumed as a potential self-
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protective mechanism against heavy metal toxicity in algae [180, 200]. The 
composition of these compounds usually varies among species; however, generally, 
they are extracellularly released organic acids, amino acids, peptides, sugars, oligo
and polysaccharides [201]. For instance, Cd-exposed Selenastrum capricornutum, 
Scenedesmus quadricauda and Chlorella kessleri released many more proteins and 
carbohydrates than non-exposed cells [200]. Also Cu-exposed algae, belonging to 
different taxonomic groups, produced increased amounts of extracellular 
polysaccharides with parallel increase of Cu concentrations [180]. Furthermore, 
Corradi et al. [202] showed that strains of Scenedesmus acutus, having different 
sensitivity to Cr(VI), release exudates with different capacity of reducing Cr 
toxicity. Interestingly, the apparent detoxification capacity was higher in the 
exudates from the Cr-tolerant strain than those from the normal one. These 
detoxifying effects seem to be due to a specific Cr/algae/exudates interaction, which 
occurs when algae are subjected to Cr short-time stress [203]. 

4.5. PCs, metallothioneins and stress proteins in algae 

When they accumulate excessively in the cytosol, both essential and unessential 
heavy metals (Cu, Zn, Cd, Pb, Ag, Hg, etc.) can induce in both eukaryotic macro
and microalgae [134, 138, 188, 204-207] synthesis of PCs of the general structure 
(yGlu-Cys)nGly, n= 2-9 [205, 208], and in some cases their des-Gly derivatives 
[132]. PC production was so far reported in many classes of algae, with exception of 
dinoflagellates [180]. Interspecies differences concerning both total levels of these 
peptides and particular oligomer concentrations have been reported too [134, 205, 
209, 210]. Variability of PC production among species may rely on constitutive 
differences such as the size of cellular GSH pool, rate of metal uptake and 
mechanisms of metal sequestration in cells [195, 211]. In the green alga 
Chlamydomonas reinhardtii exposed to Cd, PCs were found in both cytosol and 
chloroplasts [212]. Hu and Wang [213] demonstrated that in C. reinhardtii two types 
of Cd-PC complexes are present: a high molecular weight (HMW) complex and a 
lower molecular weight complex (LMW). The accumulation of the LMW complex 
has been suggested as an early sign of Cd stress. PC production in algal cells was an 
early sign of stress also caused by Pb [132,207]. 

In the case of the essential element Zn, no PC production was observed at low 
concentrations in the diatom Phaeodactylum tricornutum [211]. However, at higher 
Zn concentrations, which are toxic to most freshwater but not to marine algae, PCs 
were accumulated both in the freshwater alga Stigeoclonium tenue [138] and the 
marine alga Dunaliella tertiolecta [214]. When adapted to high Zn concentrations, S. 
tenue produced mainly (besides PCs) novel, PC-related peptides (with additional 
cystine residue in a molecule), which were analyzed by mass spectrometry [215]. 
Recently, PC synthesis was reported in D. tertiolecta also in response to non-toxic 
Ni concentrations [214]. Interestingly, in the Hg-exposed unicellular green alga 
Tetraselmis tetrathele, no PCs were synthesized; however, a nonthiol tripeptide Arg
Arg-Glu was found to be abundant [191]. 
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In a number ofHM-exposed higher plants, identification of met allot hi one in-like 
genes has been reported, but only a few metallothioneins have been characterized up 
to now in the plant kingdom [2]. Genes for metallotioneins are induced in Cd
stressed prokaryotic blue-green algae [216]. However, in the case of eukaryotic 
algae, a MT gene was identified for the first time in Cu-exposed marine brown alga 
Fucus vesiculosus. It encoded a protein product which bound Cd and Cu [217]. 

Little is known so far on stress proteins (also referred to as heat shock proteins, 
HSP) and ubiquitin induced in algae in response to heavy metals. Under adverse 
conditions, stress proteins are thought to counter proteotoxic effects by preventing 
the denaturation of proteins. For example, proteins synthesized in Cu-exposed 
dinoflagellatae Prorocentrum micans and having a MW of 25,000 Da were regarded 
as stress proteins [218]. In the green micro alga Raphidocelis subcapitata a dose
dependent induction of HSP 70 synthesis, following exposure to Zn and Se, was 
reported [219]. HSP 70 expression was also increased with copper exposure of the 
green marine macroalga Enteromorpha intestinalis, however it was relatively 
insensitive biomarker of copper exposure compared to growth measurements [220]. 
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Abstract. In consequence of the current increase in atmospheric CO, concentration, a large research 
effort has been devoted to clarifying the response of plants and ecosystems to this peculiar aspect of 
global change. The results have often been contradictory, also in consequence of the different 
experimental techniques. Through recent years, attention has moved from single physiological processes, 
often investigated in artificial environments with the risk of experimental artefacts, to the analysis of 
whole ecosystems, examined, as far as possible, in their natural conditions. The chapter reviews the 
technical development in fumigation facilities, and the main experimental results, focusing in particular 
on forests and grasslands, including lichens and mosses. The response of glasshouse grown horticultural 
plants is also outlined. Finally, attention is devoted to the effects of elevated CO, on soil and hypogeous 
growth, mineral nutrition and soil microbial populations; on these topics, many questions are still open, 
and research appears to be promising. 
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1. INTRODUCTION 

The atmospheric CO2 concentration has increased from about 280 ppm to 360 ppm 
in the last two centuries [1]. The longest continuous record on atmospheric CO2 

concentration, taken throughout the last 44 years at the Mauna Loa Observatory, 
shows a yearly increase, with higher concentrations in winter and lower 
concentrations in summer months. An increasing concern exists about the possible 
impact on climate by this phenomenon: high atmospheric CO2 concentrations, 
together with the increased concentrations of other radiatively active gases, are 
expected to cause a global warming, by trapping the long wave radiation emitted by 
the Earth. It is worth noticing that a warning on global warming is found in 
Arrhenius works [2], dating back to the end of the 19th century; so, if the general 
concern is recent, the debate is not, and it is still far from its conclusion. Beside the 
climatic effect, a direct effect of elevated CO2 is expected; it is obvious that, in a 
CO2 richer atmosphere, photosynthesis will be affected; yet, the interaction with 
other environmental factors (in particular, water and nutrient availability, soil and air 
temperature, light), the different fate of the extra carbon assimilated (different 
growth, respiration, addition to soil), the difficulty in discriminating long term 
adaptive effects and short term acclimation, often affecting the experiments, and 
finally the typically species-specific response evidenced in many experimental 
studies, make any predictive summarization extremely difficult [3]. In fact, plants 
often experience, during their lifespan, different CO2 concentrations. Atmospheric 
concentration itself can be much lower than average in grasslands and crops exposed 
to intense radiation, in particular in the absence of wind, as a result of intense 
photosynthesis, and it can increase in the early morning, due to soil and plant 
respiration; this phenomenon is particularly evident at the soil level (A. Raschi, 
unpublished). Variations up to 300 ppm between day and night in sunny summer 
days were detected in apple orchards, with a maximum (up to 632 ppm) measured 
between 2.00 a.m. and 4.00 a.m., and a minimum (down to 328 ppm) measured in 
the afternoon between 2.00 p.m. and 4.00 p.m. [4]. Variations in aerenchima CO2 

concentrations throughout the day have also been reported, and these can influence 
the photosynthetic patterns [5, 6]. Other differences are linked to some anatomical 
and physiological aspects, and are less evident: atmospheric CO2 enters the leaf 
through a series of resistances, which may vary in the different stages of 
development, in relation to plant anatomy and physiology, and to canopy structure. 
It has been noticed [3] that different CO2 concentrations may be "seen" by Rubisco 
in different species, and at different ages of the leaf. In particular, mesophyll or 
internal leaf conductance can be very low in some species [7], causing low CO2 

concentrations inside the chloroplasts. 
In long-term elevated atmospheric CO2 concentration cannot be considered 

unambiguously beneficial for natural vegetation and field grown agronomic plants 
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but rather a profound change in a source the vegetation and outdoor agronomic 
plants have to acclimate to; and, indirectly, in interaction with other environmental 
factors it can appear as a stress effect. Further, under current atmospheric CO2 

concentration vegetation and field grown agronomic plants continuously have to 
face environmental constrains (limited resources, extreme temperatures, herbivores, 
pollution, fire, etc.), which occur as naturally induced stress effects [8, 9]. On the 
other hand, there are many indications that plants may generally cope better with 
various environmental stresses at a higher CO2 concentration. Thus elevated CO2 

can be considered as an indirect constrain and as a stress alleviator. 
Many experimental evidences support the view, that plants growing under 

natural conditions will not receive direct beneficial effects by elevated CO2 . In the 
shorter term the effect of CO2 is mediated by the photosynthesis. However, in the 
longer term the effect of elevated CO2 becomes more and more indirect and is 
mediated by source-sink interactions within plants, resources (nutrients, water), 
temperature, microbials, herbivores an land use/management practice [10]. 

As the growth of plants is modified, their competition for natural resources is 
modified as well. Not only root growth, according to many authors, is increased 
under elevated CO2 (see below), but the different above ground response of different 
species and genotypes [11, 12], may also lead, in the long term, to different 
responses in competition for light and to different microclimatic conditions. Even in 
agricultural plant production systems some but far not all of the environmental 
constraints can be avoided or their limiting effects can be reduced. Horticultural 
greenhouses are the only plant production system where one can exclude or 
minimize the effects of all limiting constrains using radiation, temperature, nutrient, 
water, weed, pest control, etc. Therefore greenhouse plant production represents a 
system which can provide useful information on plants growing under elevated CO2 

and unlimited environmental conditions. Indeed, it is true that historically the first 
information about plants under high CO2 concentrations was obtained from 
greenhouse cultivation. Although these data are not really relevant to assess the 
response of ecosystems to global change , they are important in the studying and 
understanding of the longer term direct effects of elevated CO2 under less or 
(un)stressed conditions. 

To fully understand the plant and ecosystem responses to elevated C02, long 
term experiments conducted in realistic conditions are needed; yet we have to 
consider that, in any fumigation experiment, a system is submitted to a sudden 
increase in atmospheric CO2 concentration; the adaptation of natural ecosystems 
took place during centuries, while atmospheric CO2 concentration was progressively 
increasing. This difference may produce biased experimental results, yet its effects 
are far from being fully understood. Also the quick changes in atmospheric CO2 

concentration experienced by plants in fumigation experiments can cause species
specific responses, that make extrapolations difficult [13]. 
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2. DIFFERENT FUMIGA nON TECHNIQUES 

2.1. Growth cabinets and enriched glasshouses 

Glasshouse fumigation, aiming to enhance the productivity of horticultural plants, 
has been in use since the XIX century, and is now a well established practice. 
Although the inadequacy of controlled environment experiments in assessing the 
effect of a global CO2 increase was soon recognised, for quite a long time, 
experiments on plant responses to elevated CO2 were still conducted in growth 
cabinets and enriched glasshouses. This limited, in particular, the reliability of the 
results obtained on trees; those on crops and herbaceous species have also been 
critically reconsidered. It must be noticed that many of the earlier experiments were 
run on plants growing in artificial media, or on sterile substrates, while the 
interactions between plants and rhizosphere symbionts are known to have a large 
influence on the overall plant response to elevated CO2• At the same time, most of 
the physiological studies, in particular on photosynthesis and respiration, were, and 
still are performed in individual-leaf chambers, within the laboratory, often at low 
light levels. Although it is well known that any chamber enclosing plant samples can 
potentially modify their response to environmental parameters [14], current 
experimental technology however does not provide less invasive tools, and some 
experimental artefacts have to be accepted, integrating the short time scale 
physiological experiments with plant growth tests to be performed in more realistic 
environments. 

2.2. Open top chambers 

The use of open top chambers (OTCs), to be placed in the field to enclose portions 
of ecosystems was the first step towards less artifactual experiments. OTCs [15, 16] 
were mainly developed for air pollution researches; a chamber is usually a 
cylindrical or polygonal metallic frame, fixed to the soil, supporting transparent 
plastic coverings, that encloses a volume of air; a frustum at the chamber's top may 
reduce the entering of the external air. Air is blown into the chamber by a fan, 
feeding a perforated pipe that encircles the base of the chamber; CO2 is added to the 
air flow, using different tools to improve the mixing of pure CO2 in the air flow. 
OTCs have been successfully used to fumigate herbaceous plants and small trees in 
experiments lasting even for years; although in OTCs the natural microclimatic 
conditions can be tracked with acceptable precision, yet they have helped only in 
part to overcome the problems mentioned above: in fact, the internal microclimatic 
conditions are usually influenced by the presence of plastic walls, that, although 
transparent, reduce the light intensity, and by the forced ventilation, inducing 
unnatural air turbulence; inside OTCs air temperature is often higher than in 
adjoining open spaces, and quite often temperature gradients between the center and 
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the walls are evident. Homogeneous rainfall distribution is often forbidden by the 
frustum, while runoff is blocked by the chamber's walls. 

The control of an environmental variable is often in contrast to regulating 
another [15]: for instance, high air flow rates may reduce temperature, but expose 
the plants to the risk of desiccation. As a matter of fact, chambered plants exposed to 
ambient CO2 often behave differently from those living in the open, and in many 
experiments an ''unchambered control" was used to account for these differences; in 
fact, the chambered plants are exposed to other stimuli, apart of the fumigation 
treatment. Moreover, the area enclosed by the chambers is usually small, so that 
these tools are inadequate for ecosystem studies. 

2.3. Branch bags 

In this technique, a part of the crown of an adult tree is enclosed in a chamber or a 
bag of transparent plastic material, in which air flows similarly to OTCs. The 
technique is not new, having been used in the past to submit whole branches to 
different environmental conditions, or to measure their gas exchanges, using the 
chamber as a couvette; it has been used extensively in the last decade to fumigate 
forest trees [17, 18,]; as OTCs, branch bags are robust and simple, they allow 
inexpensive replicates and allow to study adult trees in their natural environment; 
the control of the micrometeo parameters displays the same limitations seen for 
OTCs. Moreover, when just a part of the crown is submitted to elevated C02, the 
source-sink relationships are severely altered: nutrients can be allocated differently 
to the crown parts, in accordance to their conditions, in order to optimise their use. 
In this respect, the branch bag technique assumes a limited feedback between the 
branch and the trunk: this hypothesis, the so called branch autonomy hypothesis, is 
far from being fully verified. It has also been observed [19], that the whole plant 
feedbacks cannot fully occur if only a small portion of the plant is fumigated. 

2.4. Free air fumigation 

The need for bold and innovative large scale experiments, to be performed in more 
realistic conditions became evident very soon [20]; yet, the possibility of long 
lasting, free air fumigation experiments was for long time limited by the need for 
large amounts of gas through long time spans, and important investments in 
expensive equipments. The first FACE experiments were performed on crops with a 
relatively short life cycle. Only later, the increasing general awareness of the need 
for more detailed information on responses at the ecosystem level enabled the 
scientific communities to raise funds for huge, expensive fumigation systems to be 
applied on trees. Still it is worth noticing that these were used mainly on plantations, 
and that the response of natural forests is sti11largely unknown. As with OTCs, free 
air CO2 enrichment (FACE) used methods introduced previously to expose plants to 
other gaseous pollutants [see 21 for a complete review]. The most usual FACE setup 
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consists of a circular array of vertical pipes, enclosing the experimental area, and 
emitting CO2 enriched air toward it through emitter ports. The pipes are connected 
by onloffvalves to a circular toroidal plenum, into which air is injected by a blower. 
Pure CO2 is fed into the plenum based on a proportional-integral-differential (PID) 
algorithm which includes terms for wind speed, measured CO2 concentration at the 
center of the array and various performance statistics. Emitter pipe valves are 
opened and closed according to wind direction, to emit gas from the upwind pipes 
[22]. FACE systems minimize other disturbances to the plant growth environment, 
apart from the elevation of CO2 concentrations; the dimension of the fumigated area 
allows the performance of multidisciplinary studies. One of the major concerns with 
FACE technology is the spatial distribution of atmospheric CO2 concentration within 
the rings: while short term spatial gradients are unavoidable, the presence of long 
term spatial gradients, which would result in different mean CO2 concentrations 
throughout plant growth, must be avoided [23]. In general, control of CO2 

concentration is easier over a wide range of wind velocities, while it is more difficult 
in the absence of wind. 

FACE systems ranging from 18 to 30 m in diameter have been built by the 
Brookhaven National Laboratory (BNL) [24,25]; the system dimensions have been 
reduced (Mid-FACE: [23]) to find a compromise between the quality of temporal 
and spatial control, and the reduction of costs. MiniF ACE systems represent a 
further simplification of the FACE concept, and were built for the fumigation of 
crops [26], and, in particular, of grasslands [27]. Each miniF ACE ring consists of a 
horizontal and circular plenum resting on the soil; air is injected in it by a blower, 
and is vented through small holes from the plenum itself, or from vertical pipes, 
according to the crop's height. CO2 injection is regulated by a series of flow 
controllers (one per ring), operated by a control algorithm using both CO2 

concentrations measured in the centre of the ring and wind speed data [24]. Ring 
diameters ranging from 1 to 2 m have been used so far; however, similar systems 
have been applied also to bigger fumigation rings and to polygonal fumigation 
arrays used in vineyards. 

Recently, different groups in Japan [28] and Italy [29] have modified the design 
of their FACE systems to release pure CO2 instead of COrair mixtures, thus 
reducing the infrastructure costs and limiting further their impact on the system to be 
studied. The first results obtained are positive, although the control still suffers of 
some flaws under stable atmosphere. 

2.5. CO2 springs 

In geothermal areas, natural CO2 vents (also called CO2 springs, or mofettes) are not 
uncommon; in some cases, they have exposed portions of terrestrial ecosystems to 
elevated CO2 for centuries or even millennia. This offers the chance to study long 
term plant adaptations as well as interspecies competition and changes in ecosystem 
biogeochemistry. It cannot be denied that CO2 springs are not perfect experimental 
tools, in consequence of fluctuations in CO2 concentration, different concentration at 
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different heights, and lack of knowledge of past CO2 concentrations and patterns of 
distribution: sometimes, in fact, the emission point varies its position because of 
natural events such as flooding or earthquakes, and the emission intensity can be 
modified as well. Moreover, in most of the gas vents the presence of sulphur 
pollutants can strongly affect plant response to elevated CO2. CO2 springs are 
unsuitable for establishing experimental plots to run experiments on crops, due to 
the variability of soil conditions. Although experiments on potted crop species [30] 
or transplanted plants [31] have been run in some CO2 springs, the best way to use 
these facilities is to work on the existing vegetation, studying the long term 
adaptations and comparing the adaptive trends with those evidenced in shorter term 
experiments. From this point of view, CO2 springs have provided information on 
many species, and can provide more. Most of the work, so far, has been conducted 
on a limited number of species in the Mediterranean area [32, 33, 34, 35] (Figures I 
and 2); more work has been carried out in Iceland [36], Slovenia (see below) and 
New Zealand [37]. There is no doubt that further research would find a number of 
other springs, suitable for research. In addition, a deeper investigation on sulphur 
polluted springs could provide interesting insights on long term adaptations to 
sulphur pollutants. 

Vent area 
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Figure I. Cross-sectional diagram illustrating the relationship between topography and 
vegetation at the Bossoleto site (modijiedfrom [30)). 
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Figure 2. Cross-sectional diagram illustrating the relationship between topography and 
vegetation at the Solfatara site (modified/rom [30)). 

Other interesting work has been done on the possible role of geothermal CO2 

emissions in the global carbon budget [38]; the study of this aspect is still in its 
initial stages. 

In the following sections we give the overview of the effects of elevated 
atmospheric CO2 on grasslands and their desiccation-tolerant cryptogamic lichen 
and moss components, as well as on forests. Grasslands were selected because after 
forests they are an important constituent of the Earth's vegetation and they are 
highly diverse with a very broad range of environmental conditions in all climate 
types, e.g. from the chronically infertile tropical desert type to the atlantic highly 
fertile, well watered ones without extreme temperature. Finally a brief overview of 
the CO2 enriched horticultural plant responses is given. 

3. GRASSLAND ECOSYSTEMS UNDER ELEVATED CO2 

CONCENTRA nON 

On a global scale grasslands cover about 24% of the Earth's vegetated area [39]. 
They occur over a very broad range of climatic and soil conditions and vary from 
natural grasslands to intensively managed sown pastures. Despite their importance, 
the potential effects of elevated air CO2 on grasslands have received much less 
attention than effects on other ecosystems such as forests [40, 41]. 

Rising atmospheric CO2 concentration is one of the major concerns when 
considering the possible effects of global climate change on grasslands. Central to 
many studies are questions of the future productivity of natural or semi-natural 
grassland ecosystems and the potential carbon storage capacity of grassland 
ecosystems [42]. It is estimated that on a global scale, the atmospheric carbon is 
recycled by the vegetation every 4-6 years [43]. Therefore an altered balance 
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between CO2 uptake by photosynthesis and CO2 emission by respiration in the 
biosphere could modify the upward trend of the increase in atmospheric 
concentration [1, 44]. Grasslands account for about 12 % of the total carbon storage 
in the terrestrial biosphere [43] and might therefore contribute significantly to the 
changes in carbon cycling [44]. 

Until the early 1990s the predictions of the effects of future elevated air CO2 

concentrations on grasslands were first of all based on studies carried out with single 
species. However, scaling from these results, usually obtained on plants growing in 
artificial substrates and controlled environments, to natural conditions in which 
competition or symbiosis may playa major role [45], can be often misleading. An 
attempt to predict the consequences of global change on grassland must therefore 
take into account both the direct effects of elevated CO2 and the indirect effects 
mediated by climatic change and limited sources, as well as their interaction, bearing 
in mind the complexity of the natural ecosystems in which plants are growing [10]. 

New experimental data on grasslands and pastures considerably reduced the 
uncertainties about the effects of elevated CO2 on production and to a lesser extent 
on botanical composition and forage quality of intensive grasslands in cool, wet 
climatic zones, but information on other grazed ecosystems is still limited [46]. 
Efforts should be concentrated in grasslands of humid/semi-arid margins, wet/dry 
seasonal and subtropical climates, which are the most sensitive and most subject to 
global change. Progress is especially needed in the study of the interactive effects of 
increased air CO2 and climate change on species dynamics and soil nutrients in 
grazed pastures. 

3.1. Production 

Earlier reviews [47,48] of experiments done under a wide range of conditions have 
shown that a doubling of atmospheric CO2 from 330 to 660 ppm may increase the 
productivity of C3 non-arborescent (like grassland) species by an average of 33%. 
However in the view of recent data, overall, grasslands seems to be less affected by 
higher CO2 than was originally suggested. The effect of doubled elevated air CO2 on 
above-ground average biomass production of grasslands is about + 17% [46]. The 
recent study of Mooney et al. [49] indicates similar figures for the increase (14-16%) 
of above ground grassland biomass production. However, production responses can 
vary greatly seasonally and by system, and wide variations can occur in interactions 
between the effect of high CO2 and effects of species difference, temperature [50], 
nitrogen [51, 52], defoliation [52] and water availability [53,54]. 

Primary production of grasslands has been found to increase in many studies 
under elevated CO2 concentrations [55, 51] and much of this increase occurs below 
ground [55, 56]. The harvestable biomass of the grass swards grown under elevated 
CO2 was found to be larger than that of the control swards in several cases [e.g.: 56, 
57,58,59], but other studies have showed the harvestable (aboveground) biomass to 
decrease [e.g. 60]. The reason behind some of these observations is the increased 
allocation to the roots under the high CO2 treatment. 
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In temperate xeric grassland in Hungary the total aboveground dry matter 
production in the high CO2 stands increased by 15.1 % and in the atlantic perennial 
ryegrass swards in Ireland the total annual yield stimulations varied between 8 and 
28 % year by year [61]. The relatively low increase of the aboveground stand 
production under elevated CO2 may have been the consequence of the enhanced C
allocation to the roots. This is a typical high CO2 allocation response in order to 
increase both the C-sink capacity and nitrogen uptake in high CO2 exposed plants 
and grassland stands [48, 44]. In alpine environments the hypothesis of enhanced 
growth under elevated CO2 is doubted [62, 63, 64]. At the same time increases in 
production of Northern European managed grasslands and agricultural systems are 
expected [65], although possible changes in the frequency of weather extremes may 
result in unpleasant surprises, in particular in relation to hardening and dehardening 
periods [66]. On the other hand, arctic tundra vegetation showed little positive 
response to elevated CO2 and associated temperature increase, probably in 
consequence of lack of nutrients [67] and respiration increase [68]. Considering 
these responses, it seems that production of grasslands is expected to increase in 
situations where growth limitation by CO2 is significant when compared to the other 
main factors such as nutrient availability or temperature. When one of the latter is 
seriously limiting plant growth, increased atmospheric CO2 concentration is not 
expected to alleviate this limitation. 

Although production has been found to increase in many cases, experiments 
have also indicated increased hazards for plant growth because of the increased 
frequency of weather extremes such as droughts, extreme temperatures, floods, etc. 
A greater response to CO2 is often observed in dry years [54]. In water limited 
grasslands, elevated CO2 results in greater water availability for longer during the 
growing season, therefore the hydrological and water economical consequences of 
elevated CO2 in water limited habitats can be greater than the direct effect of high 
CO2 on photosynthetic CO2 assimilation and production [69, 53, 70]. 

Increased biomass allocation to the roots has also been shown to be caused by 
the N-limitation in other (tree) species with no CO2 treatment [71]. Under elevated 
CO2, species of Leguminosae have been shown to alleviate the N-limitation on the 
growth of the grass species [72]. 

Warmer temperatures increase the CO2 response in warm-season grasslands 
such as short grass steppe and tall grass prairie [50]. However, in temperate 
grasslands, a few (3-4) °c increase in temperature may counterbalance the effect of 
elevated CO2 on production [73, 74], or decrease productivity in summer but 
enhance it in early spring and late autumn [51]. 

Management practices can also counterbalance the effects of elevated air CO2 

on grasslands; therefore, this interaction should receive greater attention in the future 
[46]. In semiarid regions in Australia the elevated CO2 would increase carbon stores 
by 7-17 %, but only in the absence of fire [75]. Thus, as Campbell et al. [46] stated, 
radical management changes, excluding grazing and fire, would be needed to obtain 
substantial carbon sequestration benefits, but this seems to be unlikely in normal 
practice. It was also shown that the management across the whole of Queensland, 
Australia, could alter the expected effects of climate change on grazing production at 
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a regional scale [76]. Defoliation (simulated grazing) substantially decreased the 
potential biomass gains resulting from the increased water use efficiency in response 
to elevated CO2 [77]. 

The influence of plant biodiversity on the production response to elevated CO2 

and N supply was studied with a series of artificial grassland-like herbaceous 
community containing grasses, non N-fixing and N-fixing dicots [78]. The results 
have shown that communities with decreased diversity can acquire less biomass and 
carbon than plant assemblages with greater diversity. This is in good agreement with 
the earlier statement of Hunt et al. [10] that plant biomass productivity is severely 
constrained in plant communities limited by resources (water, nitrogen, phosphorus) 
and it seems likely that CO2 effects may occur primarily through interactions with 
these limiting environmental factors and may take place without major increase in 
community productivity. 

3.2. Below-ground processes and carbon storage 

In order to understand the carbon and nitrogen cycling in grasslands under elevated 
CO2 we need much more data on below-ground processes from long-term 
experiments. As the CO2 concentration in soil is much higher than in the 
atmosphere, a direct effect may be excluded, while changes in root growth, 
rhizodeposition and root exudate composition may play a major role. While no 
effects of elevated CO2 on bacterial number were found in soils in which C4 plants 
occur [79], in soils containing C3 plants, an increase in microbial biomass and 
microbial activity has often been reported, although the effects seem to vary 
throughout the season [80). It is possible that an increase in the bacterial biomass 
may immobilise more available soil N, thus causing a shortage of available N for 
plants [81]. Under high CO2 the cause ofN-limitation on growth has been suggested 
to be a decreased N-mineralization rate [57] which, in turn, is imposed by the 
increased soil C:N ratio [72, 82]. Observation of increased growth with decreased 
elemental content of the dry matter [83] also support the idea of increased cycling of 
elements in plants under elevated air CO2 concentration. Under elevated CO2 the 
litter decomposition rates are predicted to be slower due to the increased C:N ratios 
of the leaves and litter [84]. However, recent findings suppose that the C:N ratios in 
litter are probably lower as it was hypothesized before, because of the reabsorption 
of nitrogen from the senescence leaf tissues, which in tum could allow a similar 
litter decomposition rate [49]. 

There is a close link between the carbon and nitrogen cycles which is supported 
by the finding that a decline in inorganic nitrogen availability in grass sward 
contributed to the increased below-ground allocation of the grass [72). But changes 
in the soil carbon content are not only the result of the root litter production and 
decomposition as they are also influenced by root exudation and decomposition rate 
of the soil organic matter [44, 72). In grazed or harvested grasslands two factors, the 
increased (first of all below-ground) litter production due to the increased root mass 
and the decreased litter quality (increased C:N and lignin:N ratios) contribute the 
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accumulation of carbon in the soil [85, 86, 44, 60]. It is to be noted, however, that 
N-content of the litter from a C4 species is less influenced by elevated CO2 than that 
of a C3 species, with consequences on the N-mineralization rates in the soil [82]. 

Experiments aiming to assess the effect of elevated CO2 on specific microbial 
populations have yielded contrasting results [80], but the differences appear to be 
linked to the plant species, the enrichment system used and the species of bacteria 
under investigation; similar contrasting results were reported for soil insect 
populations that were shown to increase in grasslands (L.Tosi, pers. comm.), both in 
OTC and in FACE (although with different patterns) but were not affected in soil 
under a cotton crop [87]. 

At least in temperate grasslands where the shoots are regularly removed by cut 
or grazing, carbon sequestration occurs mainly below-ground. Under elevated 
factors, such as the increased plant productivity, the increased translocation of 
photosynthates to roots and the decreased decomposability of roots and plant 
residues, can contribute to the enhanced below-ground carbon sequestration [88, 89, 
90]. Despite of the above it is still unclear whether the world's grassland ecosystems 
could sequester a significant fraction of the increasing atmospheric CO2• The 
importance of this question is underlined when the apparent problem of the 'missing 
sink' for carbon [89, 39] is seen alongside the relatively large proportion that the 
grassland vegetation contributes to the Earth's terrestrial ecosystems [91]. Increasing 
temperature and increased precipitation - more exactly, the increased frequency of 
soil wetting and drying - hasten the decomposition of soil organic matter [92]. Also, 
the frequency of weather extremes such as drought or flooding are expected to 
increase with climate change and this may have a serious impact on C-storage, 
depending upon the sensitivity of the ecosystem concerned. For example, natural 
grasslands consisting of species highly adapted to the prevailing climatic conditions 
will tend to respond more moderately in tenns of production or changes in C-storage 
than intensively managed grasslands with introduced species [93]. 

3.3. Vegetation compositional change 

Community structure is expected to change due to elevated CO2 [94, 56, 10]. 
Changes in the botanical composition of grasslands, pastures and rangelands are 
expected to be significant [95], but whether the compositional changes are caused by 
elevated CO2 or changes in climate is not well understood today. 

Experimental data indicate that species composition change seems to be a key 
factor of grassland production and its agricultural value [46] and this compositional 
change can be especially important in drier grasslands [95]. Thus elevated air CO2 

and decreased water availability are predicted to increase grazed woodland 
thickening, woody shrub invasion and grass suppression, resulting also in decreased 
nutritive value [96, 95]. 

Differences between species' acclimation responses can be large and the 
species-specific responses [10, 97, 59] can cause alterations in species abundance 
which may lead to altered community structure and, as a consequence, changes of 
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ecosystem functioning in the long-term [98, 62, 63]. This would result in significant 
changes when considering the production of the whole community, although 
considerable changes in ecosystem functioning may occur [64], with enhanced C
[56, 99] and C- and N-turnover [72, 100]. 

The different physiological acclimation patterns (see Acclimation section) of 
the various species may have important compositional implications. For example the 
downward acclimation in F. rupicola, which is the dominant species of the 
temperate loess grasslands, indicates that its dominance in a future high CO2 climate 
may be reduced and/or replaced by other, presently less abundant species due to 
their upward acclimation [101]. However, in the study by Newton et al. [56] the 
cover of the grasses declined irrespective of photosynthesis type, while that of a 
leguminous species (Trifolium ssp.) increased. This suggests that photosynthesis 
type is not the crucial factor in future changes of grassland communities, but the role 
of the apparent N-limitation on growth may become decisive. The apparently 
contrasting above results may be related to the interactive effects of elevated CO2 

and nitrogen supply mediated through photosynthesis and photosynthates 
translocation. 

The suppressive effect of elevated CO2 on C4 species and their less 
responsiveness to high CO2 cannot be considered universally observed. Growth 
responses of C4 species to CO2 concentration is similar to that of C3 species when 
water shortage limits growth as it usually does in grasslands with C4 species [102]. 
Further, in water limited grasslands, a greater availability of soil water due to the 
water conservation effect of elevated CO2 may favour the growth of C4 species later 
in the growing season [54]. An increase of warmer temperatures and the frequency 
of warm temperature events are predicted to stimulate the potential for invasion of 
(subtropical) C4 species to warmler temperate grasslands [103, 104, 46]. As a 
consequence, compositional change results in an increased invasion of C4 species 
into temperate grasslands [104] may mean a greater response to temperature in these 
systems [46]. 

The outcome of the competition between species in plant communities can 
contribute significantly to the species composition of the assemblages. According to 
Campbell and Hunt [105] under elevated CO2 there are an increased competitive 
advantage to the CO2 responsive C3 species (versus C4 species), the legume and 
mycorrhizal species (in N-limited situations), and an increased intensity in the 
competition for light, water and nutrients as the consequence of the increased 
biomass production, root/mass allocation and resource capture. However the 
competitive advantage of C3 plants in C3-C4 grasslands is not universal. Under 
elevated CO2, C4 species have been shown similarly or more responsive to CO2 as 
C3 ones in prairie grasslands [53, 106, 107]. In field microcosm experiments, 
elevated CO2 has a significant effect on community composition only if it is 
accompanied by added nutrients (and/or increased temperature); the nutrient 
additions lead to much bigger gains in non- mycorrhizal species than in mycorrhizal 
ones [10]. 

Mainly in intensive grasslands, there is usually an increase in percentage cover 
of legumes under CO2 enrichment. The increase averages about 10 % [46]. The 



170 Z. TUBAET AL. 

increase in the proportion of legumes is dependent on the rate of nitrogen 
fertilisation and the defoliation regime applied [52]. The outcome of the competition 
between grasses and legumes depends on the nitrogen availability. In FACE plots, 
the response of Trifolium repens to elevated CO2 was larger that that of L. perenne 
[52]. This resulted in a higher proportion of T. repens in the mixed swards at 
elevated CO2, although the competition for light among the different species and the 
management practices may largely counteract the effects of elevated CO2. Further 
the predicted competitive advantage of the C3 and Nrfixing species is greatly 
altered by the amount of the available P and/or water. 

4. ACCLIMATION RESPONSES 

4.1. Photosynthetic acclimation 

The effects of elevated air CO2 on the role of the biosphere in the global carbon 
cycle depends very much on the altered balance between photosynthesis and 
respiration of individual plants, communities and ecosystems [44]. This underlines 
the significance of plant carbon-metabolism (photosynthesis and respiration) 
responses to elevated atmospheric CO2. 

Higher net photosynthetic rates have been observed in several cases as a result 
of elevated CO2 treatment [see 108, for a review]. In fact, in C3 plants that 
predominate in temperate climates, CO2 is captured by the enzyme ribulose 
bisphosphate carboxylase/oxygenase (rubisco), which also catalyses the oxygenation 
of ribulose bisphosphate, a reaction that is competitively inhibited by CO2• Under 
elevated CO2, the competition for rubisco is reduced under light saturated 
conditions, while the photosynthetic quantum efficiency increases under light 
limiting conditions [109]. At the same time, dark respiration decreases due to the 
inhibition of the activity of two key enzymes, cytochrome c oxidase and succinate 
dehydrogenase [110]. However, since the ratio of shoot respiration to photosynthesis 
is more or less constant [89, 44], the daylight shoot or canopy carbon balance seems 
to be mainly influenced by the rate of CO2 assimilation. Concerning the nocturnal 
shoot respiration under elevated CO2, an increased rate was reported [111, 112,44], 
while the rate of below-ground respiration was largely enhanced in elevated CO2 

and the relative rate of change of below-ground respiration was well correlated with 
that of gross CO2 assimilation [44]. This reflected (partly) the control of photo
assimilate supply to the roots over below-ground respiration. 

In several cases, species specific acclimation responses by the photosynthetic 
apparatus have been observed in long-term exposure experiments. Both upward and 
downward regulation was found in tree species [113] and in herbaceous grassland 
species [101, 114]. For example, xeric perennial grassland species showed 
differences in acclimation to elevated CO2 concentration which varied from marked 
down-regulation in the grass species to upward regulation in the dicot species [101]. 
This would be expected to lead to changes in species competition and dominance as 
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atmospheric CO2 concentration rises in the future (Vegetation compositional change 
section). 

Downward regulation have been observed at biochemical level [108] with 
apparent feedback on the photochemical reaction rates [l1S]. Down regulation, 
among others, may be coupled to the decreased leaf N-content [116] on a weight 
basis. However, this change is cancelled out by the decreased specific leaf area, 
resulting in no change ofleafN-content as a consequence of the high CO2 treatment 
on the leaf area basis [60]. The conflicting observations that high CO2 stimulates net 
CO2 uptake and production in some cases [S7] but has no significant effect in others 
[117] may partially be related to species specific response [97, S9]. Elevated CO2 

can exert a positive influence in CO2 x temperature interactions as has been found in 
studies on photosynthetic gas exchange and chlorophyll fluorescence [Sl, 118, 119, 
lIS]. 

Although CO2 assimilation in C4 species is almost saturated at present day air 
CO2 concentrations, there are indications that their CO2 assimilation rate is 
stimulated in high air CO2 environment, especially under high irradiation [120, 121, 
107]. These studies also indicate that C4 species benefit from elevated CO2 levels 
first through the improved water use efficiency and secondly through the enhanced 
photosynthetic performance. In the long term CO2 assimilation in the C4 species e. g. 
Bouteolua gracilis also displays some acclimation responses, both upward and 
downward [107]. 

Gas exchange acclimation responses are influenced by the length of exposure to 
high CO2 [108, 114]. Upward acclimation is reported for exposure periods as long as 
8 years [122]. Downward acclimation is less probable to occur when sufficient sink 
strength is available [123]. The significance of the duration of exposure period to 
high CO2 is shown by the changing acclimation of the investigated species over an 
extended period [114]. In Lotium perenne, the dominant species of the atlantic 
ryegrass grassland, the down-regulation is most strongly manifested towards the end 
of the re-growth periods following cutting [61]. Most of the evidences suggests that 
accumulation of water soluble carbohydrates or starch in the plants eventually leads 
to a down-regulation in photosynthetic potential which is also reflected in a decline 
in Rubisco activity. 

Not only species but also canopies of grasslands show acclimation in their 
photosynthesis. Acclimation of photosynthesis in temperate grass swards showed 
down-regulation [44]. In general, down-regulation of CO2 assimilation can be 
regarded as the most frequent acclimation type both in species and canopies, 
although complete down-regulation is not reached in all cases. 

Studies of photosynthetic acclimation at natural CO2 springs revealed 
inconsistent results [124, 12S]. According to [124] photosynthetic down-regulation, 
in terms of photosynthetic capacity, carboxylation efficiency, and Rubisco content, 
is rarely detected, in spite of acclimation-promotive conditions, which are typical of 
spring sites [36, 124] (but see f.e. [36] ). Yet, clear down regulation has been found 
in several C3 and C4 plant species at Stavesinci mofette [126,127,128]. Phleum 
pratense growing at different sites of mofette field showed a CO2-exposure related 
photosynthetic response. Measurements of plants carefully selected according to the 
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soil [C02] within the rooting horizon revealed a strong correlation between [C02] 

and total plant height. Net photosynthesis, measured at 2000 ppm CO2 and even 
more net photosynthesis measured at 350 ppm and 700 ppm CO2 were higher in the 
"10w-C02-grown" plants (0.4% CO2 in the soil) than in the plants that were exposed 
to medium (3.3%) or high (26%) soil CO2 levels during germination and growth. 
Carboxylation efficiency also drastically differed, being much lower in the high
COrgrown plants. Similar photosynthetic response was observed in other C3 
(Dactylis glomerata, Alopecurus pratensis, Juncus efossus, Solidago gigantea) and 
C4 plant species (Setaria pumila, also in sown maize see [128]) and was generally 
accompanied with a decrease in leaf nitrogen. Also [36] reports that decrease in 
photosynthesis found in COrspring grown Nardus stricta is related to nitrogen 
deprivation. Interestingly, analyses of ACi curves in P. pratense and Echinochloa 
crus-galli revealed a shift of CO2 compensation concentration in response to high 
CO2 regimes. This indicates that plants adjusted their photosynthetic carbon 
assimilation and respiration according to CO2 exposure [126, 127, 128]. 

4.2. Acclimation of stomata and water relations 

It is suggested that long-term exposure to high CO2 causes a similar acclimation of 
stomatal regulation and transpiration to that of photosynthesis although transpiration 
rate in the upward acclimated plants is not increased [101]. 

One of the significant impacts of elevated CO2 on plants is to reduce stomatal 
conductance [129]. It is currently assumed that stomatal aperture decreases with 
increasing CO2, with little or no effect on photosynthesis [108], but with a 
substantial increase in WUE which is expected to range between 60 and 160 % 
under doubled atmospheric CO2 concentrations [130]. This occurs consistently in all 
grassland species and will be of most importance in the summer drought conditions 
experienced in the temperate-continental and other in seasonally drier climates. It is 
possible that the greatest impact of elevated CO2 will be on plant water relations and 
drought survival rather than on photosynthetic productivity under these summer 
drought conditions [61, 107]. However, this increase in WUE was found to be 
smaller in grasses than in herbs at high CO2 concentration [131]. Higher WUE in the 
temperate loess grassland dicot species was due to their increased CO2 assimilation 
rather than to a decrease in transpiration rate, since the latter were nearly the same in 
high CO2 and ambient CO2 plants. It was remarkable that the increase in WUE 
occurred at increased or unchanged rates of transpiration and also that the highest 
increase occurred in species with the highest increase in transpiration rate [61, 132]. 
At the same time the increased transpiration rate indicated an upward stomatal 
regulation of the species. Decreased stomatal conductance and increased WUE is 
documented as well in species with C4 photosynthesis type [107]. 

Decrease in stomatal density appears to be a common response, but increases 
and no change have also been reported [133]. Grasses from CO2 springs, certainly 
long acclimated to elevated CO2, display a lower stomatal conductance with respect 
to control [35], while stomatal density is unaffected in most of the species. The 
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effect of stomatal response on the total stand water use may be negligible if LAI is 
significantly increased by elevated CO2 [134], although there may be effects on the 
energy balance of the canopy. On the other hand, in forest trees there may be a 
substantial reduction in the leaf area per plant [123, 34], enhancing the effect of 
reduced stomatal conductance on canopy water use. 

The protecting effect of elevated CO2 against water stress under high 
temperatures [135] is related to the increased water use efficiency [101] and osmotic 
adjustment [136]. Under elevated CO2 plants have a greater ability to withstand 
water stress which is usually related to the partial closure of stomata together with 
the occurrence of osmotic adjustment mechanisms [137]. In particular, increased 
concentrations of solutes in leaves growing under elevated air CO2 are credited with 
the maintenance of higher relative water content (RWC) and turgor potential ('I'p) 
[136]. The occurrence of an osmotic adjustment under high CO2 is reported by 
several authors in various plant species [138, 137, 139], while [140] found no 
osmotic adjustment, attributing their finding to the well-watered conditions. 
However, at present we have data on the occurrence of osmotic adjustment in well 
watered leaves under elevated CO2 [136]. Greater retention of high water potential 
under elevated CO2 has been reported for several C3 and C4 grasses [129, 141]. This 
behaviour may be related to a correspondent decrease in the stomata conductance, 
probably due to the partial closure of stomata under increasing atmospheric CO2 

concentrations [142]. The altered leaf and individual plant water relations can 
modify the stand level water relation responses [123]. 

4.3. Forage supply and quality 

The compositional, production and physiological changes have consequences on the 
quantity and quality of forage produced in grasslands and this has also implications 
for food security [46]. In the more productive, intensively managed grasslands an 
increase in forage supply is predicted under elevated air CO2; however, decrease in 
forage supply seems to be likely if regions become drier or temperatures become 
supra-optimal [46]. Conversely, increase in forage supply is also expected if rainfall 
and temperature will be favourable for increased production. Concerning forage 
quality under elevated air CO2, reduction in leaf nitrogen content and increase in 
non-structural (starch and soluble sugars) carbohydrates concentration are frequently 
reported [84, 60, 143, 144, 145, 146]. Changes in cell wall composition of C3 

grasses growing in elevated CO2 are usually small [147]. 

4.4. Scaling up from individual species to communities 

Processes in grassland vegetation occur over a wide range of spatial and temporal 
scales; to predict the responses to global change, there is a need to scale upwards 
[148]. There may be general agreement that increasing global CO2 concentrations 
and the changing climate will have direct physiological effects on grasslands, but the 
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duration of these effects and their impact at the level of the population and 
ecosystem is still relatively unknown. This is largely because most of the 
experimental work on grass responses to climate change has involved investigation 
of single plant responses over time periods of days to weeks. In order to understand 
how large geographical areas occupied by grasslands will respond to climate change, 
there is clearly a need to scale up from single plants and plots with dimensions in the 
order of 1 to 100 m2, to patches (100-10000 m2), to landscapes (1-100 km2) and 
ultimately to regions (10000 km2), as well as from relatively short-term to long-term 
time scales (years to centuries) [94]. The scaling process involves taking information 
at one scale and using it to derive processes at another scale [149, 150]. However, 
major problems with this approach are the non-linearity between processes and 
variables and the heterogeneities in properties that determine the rate of processes. 
Ultimately, however, the key to scaling is determining what to ignore. The object is 
not to analyse all of the smaller scale aspects of a process under observation, but to 
focus instead only on those that have direct importance to the scale under 
consideration [149]. Bridging the gap between site-level ecological understanding 
and global scale phenomena will probably be best achieved using a combination of 
remote sensing studies, the use of geographic information systems, and simulation 
modelling [151]. 

In order to reduce the range of predicted responses and to determine which 
models are most accurate it is necessary to collect appropriate measurements from 
grassland ecosystems that can confirm or validate the projections of the models. In 
particular, these include flux measurements of carbon and water exchange over large 
areas of major grassland types. Measurements over the seasonal cycle and, 
periodically, over several years to determine fluxes during years with different 
temperatures and amounts of precipitation are essential. These data can be used to 
determine whether measured carbon and water fluxes are consistent with values 
predicted by particular models [152]. 

Particular emphasis should be placed on carbon and nitrogen pool quantification 
over time and space. Experimental data suggest a close relationship between the 
stimulatory effect of elevated CO2 on growth and long-term changes in soils carbon, 
nitrogen and water availability [153, 154, 155, 105]. The predictions of the Hurley 
pasture model are consistent with results of wide range of experiments. The Hurley 
pasture model predicted increased soil N pools under elevated CO2, due to the 
increased rate of mineralisation, N uptake and yield, but only in fertile grasslands, 
whereas the increase in less fertile system would be very slow [154]. This model 
predicts that 50-100 years are required to reach equilibrium in less fertile grasslands 
[156]. Therefore, at present it is still a matter for further research to determine 
whether soil carbon storage capacity of grasslands as a whole will increase in the 
long term [157, 100]. 
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5. GRASSLAND LICHENS AND MOSSES UNDER ELEVATED 
ATMOSPHERIC CO2 CONCENTRATION 

175 

Plant communities in which desiccation-tolerant lichens and bryophytes are an 
important component of the photosynthesising biomass include arctic and alpine 
tundras, temperate, mediterranean and sub/tropical grasslands, and non-arborescent 
communities of arid and semi-arid habitats [158, 159]. For example, even the middle 
of Europe has areas where the relatively low and unevenly distributed yearly 
precipitation and the sandy soil with its small water holding capacity result in a 
semi-arid grassland where small poikilohydric lichens and, first of all, mosses 
contribute considerably to the total cover (20-80%), forming a poikilohydric mat 
vegetation. Therefore these plants undoubtedly play an important role in the function 
of these communities [160]. The lichens and mosses of grasslands (and of many 
other terrestrial communities) are desiccation tolerant, recovering normal 
metabolism on remoistening after losing 90-95% of the full-turgor water content of 
their cells [161, 162]. 

In order to quantify the carbon cycling of grassland ecosystems enriched with 
lichens and mosses and to predict their responses to elevated CO2 concentration, we 
require information on the responses of lichens and mosses. Studying the effects of 
rising CO2 concentration on grasslands without considering the responses of the 
lichens and mosses creates a large and crucial lacuna in our understanding. Despite 
this the potential effects of elevated air CO2 on lichens and mosses have received 
much less attention than effects on normal vascular plants [94, 108]. Because the 
water relations and organisation of the photosynthetic tissues are often so different, 
and because the desiccation/rehydration cycle itself causes profound changes in the 
photosynthetic activity of these plants [163,164], the effects of increased 
atmospheric CO2 concentration on their carbon balance and growth need not 
necessarily parallel those ofnon-DT plants [165] . 

Soil growing lichens and mosses probably will be exposed to higher air CO2 

concentration as are the upward standing taller plants (see also Soil CO2 

concentration section). As global change also brings elevated temperature, soil and 
plant respiration are likely to increase, resulting in an even richer CO2 supply to the 
soil growing lichens and mosses [166]; a possible counter-effect of elevated CO2 in 
depressing soil respiration is not verified [167]. The fact that lichens and bryophytes 
encounter bright sunlight in metabolically active, hydrated state for only limited 
periods [168], and that global warming might bring increased cloud cover, makes 
this CO2 effect promising for them [169]. 

Photosynthetic performance of lichens and mosses seems to be influenced by 
longer term elevated CO2. The first moss tested in a high-C02 experiment was 
Polytrichum formosum, which was exposed to four different CO2 levels for eleven 
months in open top chambers [170]. In this case, even photochemical activity was 
negatively affected by the two highest CO2 concentrations (700 and 683 ppm). The 
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higher CO2 concentrations decreased the chlorophyll content. Obviously, the more 
common signs of downward regulation could also be detected: lowered Rubisco 
capacity and elevated levels of soluble sugars and starch. Since moss gametophytes 
lack stomata, these results suggest that stomata probably playa less important role in 
the acclimation of photosynthesis in higher plants with stomata as it is supposed 
[108]. 

However, the moss Tortula ruralis and the green-algal lichen, Cladonia 
convoluta did not display any signs of acclimation in their photosynthesis after four 
months of exposure to 700 ppm CO2• In addition to this, elevated CO2 resulted in a 
slightly, but significantly higher net photosynthesis rate from the 15th minute of the 
rehydration period in T. ruralis. C. convoluta reached the CO2 compensation point in 
less than half the time taken at present CO2 level, and its net carbon assimilation also 
raised [171]. The difference between the responses of P. formosum and the 
responses of T. ruralis and C. convoluta may be related to the difference in length of 
exposure and to the more elaborate morphology of the Polytrichum. The lack of 
acclimation in the latter two species could be a consequence of the intermittent 
acclimation periods. 

Elevated CO2 proved to be beneficial also at the desiccation end of the 
dehydration-rehydration cycle in T. ruralis and C. convoluta. The high CO2 

exposure not only increased the overall carbon gain by about one third but it also 
prolonged the net photosynthesis without influencing the rate of water loss [163]. 
Carboxylating enzymes are only inactivated but not degraded on desiccation and 
bryophytes are able to fix CO2 at quite low water potentials [172]. Most likely, in 
desiccation-tolerant plants CO2 is a limiting factor for carboxylation even at this low 
hydration level [173]. 

In green-algal lichen Parmelia caperata in the vicinity of a natural CO2 spring 
[174] Balaguer and Barnes did not find symptoms of downward acclimation of 
photosynthesis except for decreased Rubisco content in the algae from the thallus 
rim. The latter was attributed to the N-starvation of these photobiont cells. In spite of 
the preserved photosynthetic capacity, there was no sign of increased primary 
productivity. Instead of non-structural carbohydrates, assimilated carbon was 
allocated to extracellular phenolic secondary metabolites thus avoiding negative 
feedback on photosynthesis. It is a speciality of the lichens, that some of them can 
accumulate phenolics up to 20 % DW [175]. Phenolics protect lichens against 
parasitic fungi, bacteria and even slugs [175]. They also render the thallus opaque in 
the desiccated state and thus they offer some photoprotection. On the whole, long
term elevated CO2 seems to be beneficial for the green-algal lichens. However, the 
competitive advantage is not exerted by increased biomass but by improved 
protection. 

Most lichens and mosses live in nutrient-poor habitats and this exerts some 
limitation on their photosynthetic and production responses to elevated atmospheric 
CO2• In general, mosses have limited source-sink differentiation, while lichens 
invest their extra carbon into secondary substances, which has parallels in non
desiccation tolerant higher plants [176]. Lichens and bryophytes are poikilohydric 
and evergreen. This means that they often have to face sub-optimal environmental 
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factors and to react immediately to intermittent favourable periods [160]. Lichens 
and mosses may gain some advantage from elevated CO2 at both low and excessive 
water contents [177, 173]. There are also indications that DT plants may generally 
cope better with heavy metal pollution and other stresses at higher CO2. [178]. The 
responses of DT plants to high CO2 are likely to interact in quite complex ways with 
other climatic factors and no simple predictions can be made. Broad biogeochemical 
considerations predict that rising atmospheric CO2 should result in faster net 
photosynthetic transfer of carbon from atmosphere to biosphere [43], but this has yet 
to be equivocally demonstrated and quantified. Much more experimental evidence 
from long-term experiments would be needed to make a confident forecast of the 
responses of desiccation-tolerant lichens and mosses to the increased atmospheric 
CO2 concentrations that may be expected toward the end of this century. 

6. THE RESPONSE OF TREES AND FORESTS TO ELEVATED CO2 

The size and longevity of trees have severely limited the possibility of realistic 
fumigation experiments performed on whole plants, lasting for a large part of their 
lifespan, and involving a significant number of samples; therefore, the current views 
on the response of trees to elevated CO2 are based mainly on a large number of short 
term experiments performed throughout the last two decades on seedlings or on tree 
branches enclosed in bags. The differences in growth rates existing between 
seedlings and adult trees are well known. In fact, the first grow exponentially, and 
their response to elevated CO2 is stronger; the first weeks or months under elevated 
CO2 accelerate ontogeny, thus influencing the future growth [19]. Therefore, the 
extrapolation of relatively short term experiments to assess the long term response of 
adult trees and forests may be particularly misleading. In addition, many 
experiments have been biased by unrealistic experimental conditions, with respect in 
particular to soil and light environment. 

It is important to notice that, in the last few years, some FACE experiments 
fumigating both adult trees and seedlings have been set up. In particular, FACE 
studies were established on a ten-year-old stand of sweetgum (Liquidambar 
styraciflua L.) in Tennesee [179], on a fifteen years old stand of Loblolly pine 
(Pinus taeda) in North Carolina [180], and on seedling plantations, for instance in 
Poplar in Italy [181, 12] and Aspen [182]. Several review papers have been 
published in the last few years about tree response to elevated CO2 [19, 41]; in this 
short review, which is by no means exhaustive, we shall focus on the more recent 
research, pointing out the areas where research is still needed. 

6.1. Photosynthesis and growth 

As atmospheric CO2 concentration directly affects photosynthesis, it is quite obvious 
that many efforts have been devoted to elucidate this topic; yet, univocal 
conclusions have not been drawn so far. Stimulation of net photosynthesis has been 
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reported in many studies; yet in the longer term, down regulation was often 
evidenced [183, 184]. Intriguingly, down regulation was found by some authors 
[185] in OTC but not in branch bag experiments, suggesting a sink effect. In several 
experiments, down regulation seems to be related also to stress conditions, for 
instance to limited access to nutrients in consequence of limited pot dimension 
[186], or to other stress factors [187], and the response appears to be species specific 
[188]. Even in field grown trees, under realistic conditions, contrasting results were 
achieved: for instance, down regulation was not shown in Mediterranean species 
[189], but was evidenced in Pinus taeda [190]. On the other hand, leaf age seems 
also to playa major role in determining the photosynthetic response to elevated CO2 : 

in Pinus radiata, the current year's needles were shown to display a doubled 
enhancement in the photosynthetic rates (+63%) with respect to the previous year's 
needles (+31 %) [191]. 

Moreover, it must be considered that seasonal changes in non structural 
carbohydrates, VOC emissions and root exudation can play a relevant role in 
increasing and decreasing the need for photosyntates, thus affecting photosynthesis 
physiology. The growth patterns (one or more flushes per year) have also been 
reported to greatly affect the photosynthetic response [41]. 

Not surprisingly, an increased growth has been evidenced in most studies; 
contrasting reports exist about the different responsiveness of photosynthesis in 
conifers and deciduous trees: a higher stimulation in the latter was reported by 
Ceulemans and Mousseau [41], while more recent bibliographic research on a large 
number of experiments yielded opposite results [19]: over the average exposure 
duration of 338 d, conifers increased their biomass by an average of 130 %, while 
deciduous trees, in a similar fumigation time span, increased it only by 49 %. 

Recent research performed in FACE arrays on Sweetgum has evidenced 
increases by 46% in the net photosynthesis rates, with no decline in photosynthetic 
enhancement during three years of fumigation [179]. At the same time, stomatal 
conductance was reduced by 24 % in upper canopy and 14 % in mid canopy leaves, 
thus increasing water use efficiency by 68 % and 78% respectively. Hymus et al. 
[180] working on 15-years-old loblolly pine, reported an increase in photosynthesis 
by 65 % in the warmer months, adding to the normal atmosphere 210 ppm of C02; a 
similar increase (63%) was evidenced in loblolly pine seedlings after 4 years of 
fumigation at 650 ppm CO2 [191]. Similar effects were evidenced in Ponderosa pine 
(49 %: [192]) and longleaf pine (50%: [193]). 

In branch bag experiments, photosynthesis was enhanced by 50 % in Norway 
spruce [194] and by 100 % in Sitka spruce [195]. In Quercus myrtifolia, a 
stimulation by 97% has been evidenced [196]. 

Decreased amounts of Rubisco have been reported in many experiments [197, 
198, 199], thus suggesting that: 

plants maintain higher rates of photosynthesis, with lower N investment in 
Rubisco 
reallocation of N from Rubisco to other processes may substantially 
improve its use efficiency 
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in spite of down regulation, CO2 increase has a positive effect on growth 
[186, 108, 19]. 

As with long term growth response, measurements performed on 35-years-old 
Quercus ilex trees in CO2 springs evidenced that growth stimulation continued in the 
long term, being more evident in the first years after coppicing, when competition 
among resprounts for light and nutrients is more limited [200]. 

In conclusion, while there is common consensus about photosynthesis 
stimulation and growth enhancement, differences seem to be related to the different 
growing conditions: a major role appears to be played by N availability and by 
temperature, as well as by the presence of water stress. An increase in biomass of 
ponderosa pines by 42% at low air temperatures and by 62 % at high air 
temperatures has been reported [201]. In loblolly pine, different stimulation was 
evidenced in summer and winter months, when it was more limited [180, 202]. 
Significant differences in the response to elevated CO2 were also shown at different 
temperatures in Quercus myrsinaefolia [203]. 

Although the reduction in Rubisco content may allow the plant to reallocate N, 
it is well know that, if N nutrition is limiting, the effect of elevated CO2 on tree 
growth is much reduced; this has been confirmed also by recent research; in 
peduncultae oak, elevated CO2 is reported to increase biomass by 140 % and 30 %, 
respectively under high and low soil N [204]; similar values were evidenced in the 
stimulation effect on net photosynthesis at two different fertilization levels in aspen 
[205], and growth differences of 50 % and 25 % were evidenced in the same species 
[206]. 

The positive effects of elevated CO2 were more evident under moderate water 
stress in red oak [207]. Similar effects were measured in 30 years old Quercus ilex 
trees growing in a CO2 spring [200]. 

Although similar effects were reported by many authors, it is sometimes 
difficult to compare absolute values, due to the different growing conditions, 
different enrichment levels, and different duration of the experiments, which add to 
the well known species-specific response not only to elevated CO2, but to all the 
above mentioned experimental parameters, and to their interactions. 

Anatomical differences were also reported; specific leaf area is often reduced by 
elevated CO2, in consequence of an increase in cell size, cell number and the number 
of cell layers [19]. Wood anatomy is, up to now, less studied; xylem vessel size and 
number were reported to increase under elevated CO2 in Quercus robur, while in 
Prunus avium an increase in wall thickness was shown [208]. Increases in wood 
density and in lignin:N ratio were also reported for Picea abies [209]. Yet, large 
differences in lignin concentration response to elevated CO2 were shown by different 
authors [210]; the reasons for this are still largely unknown, and, as the potential for 
variation in this parameter is high, any generalization is difficult. 



180 z. TUBAET AL. 

6.2. Effects on water relations 

It is generally assumed that elevated CO2 reduces stomatal conductance (gs), thus 
reducing transpiration rates and increasing water use efficiency. However, the effect 
on stomata is more limited in trees, with respect to herbaceous plants. It is intriguing 
to notice that experiments performed in realistic environments have shown a 
reduction in stomatal response, with respect to those done on potted plants and in 
growth cabinets [211, 212, 19], possibly in consequence of experimental artefacts 
involving root restriction or low light levels. In Mediterranean environments, 
measurements taken in CO2 springs did not show any gs reduction under extreme 
water stress, while the differences were more evident in spring and autumn, being 
more limited in the afternoon, when stomatal conductance was smaller both in 
enriched and in control plants [213,214,215]. On the other hand, the increased leaf 
area has even been shown to cause, in longleaf pine, an increase in water 
consumption [193]. The expected reduction in evapotranspiration, with effects on 
local climate, may therefore be very limited, or counteracted by the increased leaf 
area. It has been observed that reduction in transpiration may also reduce the water 
vapour mole fraction in the atmosphere, thus, in tum, stimulating transpiration 
[216]. 

Still, in the long term, positive effects of elevated CO2 have been reported: 
some species appear to have reduced their stomatal density since preindustrial times 
[217], and, from the analysis of C isotopes in tree rings, water use efficiency in 
beech resulted to have increased by about 33 % in the last century [218] . 

Xylem conductance adaptations have been examined both in seedlings and in 
adult plants growing in CO2 springs. An increase in hydraulic efficiency was found 
in seedlings of Quercus robur when grown at elevated CO2 concentrations [208], 
and this response was associated with the observed increase in mean vessel size; 
however, this relationship was not observed in seedlings of Prunus avium and 
Prunus pseudo cerasus [208]. According to Heath et aI., [219], leaf-area-specific 
stem hydraulic conductance should closely match the patterns of stomatal 
conductance found in elevated CO2, maintaining the balance of water supply and 
demand; this was confirmed in Fagus sylvatica and Quercus robur seedlings. An 
increase in specific hydraulic conductivity was measured in CO2 spring grown 
Quercus pubescens, Quercus ilex and Arbutus unedo, while the opposite tendency 
was shown by Fraxinus ornus and Populus tremula [220]. In the same species, 
differences in xylem vulnerability were small and followed no particular trend. The 
percent loss of hydraulic conductivity in the different seasons displayed different 
trends in the different species, with significant differences in Q. pubescens, P. 
tremula and A. unedo, and less evident response in F. ornus and Q. ilex. Only in Q. 
pubescens, this trend was evident through the entire year, while in F. ornus and Q. 
ilex the loss of hydraulic conductivity was reduced during the summer under 
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elevated C02, and the autumn recovery was more consistent in P. tremula and A. 
unedo (see also [221]). 

In spring, the production of new functional xylem led to a reduction in xylem 
embolism, being more evident in Q. pubescens, F. ornus and A. unedo; intriguingly, 
these three species had reduced stomatal conductance, when compared with control 
trees [214, 221, 35]. A less evident trend was shown in Q. ilex, in which the effects 
of elevated CO2 on stomatal conductance were more limited. 

The same trend was shown in Mediterranean shrub species growing in CO2 

springs: Myrtus communis and Erica arborea were less embolized than the control, 
while in Juniperus communis the differences were more limited [222]. The two 
former species had also a stronger stomatal response [223]. 

Finally, it must be noticed that in the long term forest trees can respond to 
elevated CO2 by reducing leaf number and dimension, thus down regulating 
assimilation and reducing water consumption; this phenomenon was seen in CO2 

springs [213, 214, 34]. these differences, which may also alter the resistances to 
water flow, may deserve further research. 

Changes in cell wall elasticity and osmotic adjustment are the main mechanisms 
sustaining turgor maintenance in plants; it is quite obvious that, as low osmotic 
potential and high turgor pressure facilitate recovery from stress, changes in these 
parameters under elevated CO2 may help trees to cope with the enhanced stress 
conditions that may be expected in the future. Evidence of osmotic adjustment 
paralleled by maintenance of higher water content and turgor pressure, were found 
in severely drought stressed woody species [224, 225], but not in others [226, 227, 
228]. 

On adult CO2 spring-grown Q. pubescens and Q. ilex trees, decreased osmotic 
potential (more negative) was found at the beginning of summer [213]. 

In Erica arborea, Myrtus communis and Juniperus communis [216], an increase 
in turgor pressure was seen, while other parameters showed species-specific 
responses (for instance, osmotic potential was increased in Juniperus, and decreased 
in Erica). Changes in photoassimilate concentrations may be offset by higher water 
contents due to lower transpiration [229], suggesting that the supposed beneficial 
effects of elevated CO2 should be considered with caution. The differences could 
also be related to different strategies in osmotic adjustment and tolerance 
mechanisms. On the other hand, the three species maintained higher turgor 
potentials under elevated CO2 during drought; this may result in enhanced growth, in 
comparison with control plants. 

6.3. Perspectives for research 

Among the main uncertainties about forest response to CO2, we should mention: 
- Forests are characterized by very complex light environments, difficult to simulate 
in chamber experiments; little is still known about shade leaf response to elevated 
CO2. In FACE grown sweetgum seedlings, where elevated CO2 stimulated the 
canopy closure, CO2 induced photosynthetic stimulation was greater in the upper 
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canopy (+26%) and lower in the lower canopy (+3%). This was associated with a 
reduction in Rubisco that was more evident in the lower canopy (28% vs. 50%) 
[179]. An improved reallocation of N in shade tolerant trees has been shown in 
several species [230, 231], as well as improved growth under low light [11]. The 
effects of elevated CO2 on growth at low light intensities have been shown to persist 
and to be species specific [232]. 
- Great differences exist between seedlings and adult trees. Adults have large 
respiratory losses and carbon investments in fruit and seed production, and their 
leaves are often anatomically different from those of seedlings. As their stomatal 
regulation is strongly conditioned by resistances to water transport, the patterns of 
the tradeoff between stomatal and xylem conductance might be modified. 
- Apart from monospecific plantations, forest trees are usually exposed to 
competition among species. Although some competition experiments with seedlings 
have been done, little is yet known about adult tree responses; the study of multi 
specific systems is still at the beginning [233, 234]. 
- Although experiments have been done on the most economically important 
species, it has also been shown that different genotypes react in different ways; a 
deeper knowledge of these behaviours could have relevant economic implications. 
- Very limited attention has been devoted so far to wood quality and structure, and to 
its mechanical properties; this might have implications on both economy and 
forestry. 
- Finally, it is still matter of debate as to which extent the behaviour of trees, 
generated in "normal" atmosphere, and exposed to elevated levels of CO2, is 
comparable with that of trees growing in a progressively increasing CO2 

concentration. The long-term evolutionary effects are also very difficult to foresee. 
Seedling from acorns collected in CO2 springs displayed whole plant biomass values 
that were bigger both growing in normal and in enriched atmospheres [235]. 

7. HOR nCULTURAL PLANTS' RESPONSES TO ELEVATED AIR CO2 

CONCENTRA nONS 

7.1. The historical aspects 

Greenhouse crop production under CO2 enrichment started in the early 1920's. In 
spite of this, there was rather little interest for CO2 enrichment in the 1930-40's and 
it was not practiced to any great extent until the late 1950's [236]. The main reason 
was probably the use of soil rich in organic matter, emitting large amounts of CO2• 

At present, CO2 enrichment is widely used in horticultural crop production. Initially, 
directed fired evaporative kerosene burners were used, followed by propane fire 
burners. 
CO2 can be provided by: 

1. Kerosene burning: CO2 from kerosene burning is recommended on roses, 
lettuce and spinach. However, serious damage has been observed in some 
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vegetables (cucumber, pepper and tomato) mainly due to harmful gases 
such as C2~' CO, or S02 [236]. 

2. Pure liquid CO2: the most common source for CO2 enrichment in NOlWay 
and in the Netherlands is pure CO2, because it contains no harmful gases 
for the plants and is easily used in greenhouses. the use of pure liquid CO2 
is especially recommended on horticultural crops, which are sensitive to 
ethylene [236, 237]. 

3. Propane burning: 40 years ago propane burning was the most common 
method of supplying CO2. Nowadays, growers in Scandinavia have been 
sceptical of the use of propane [236]. 

4. Charcoal burning: charcoal contains about 15% CO2, but the concentration 
of ethylene, CO and nitrogen oxides is too high for many species, such as 
beans, tomato, roses, etc.[238]. 

7.2. CO2 concentrations applied in greenhouse practices 

About 20 years ago it was common practice to enrich greenhouses to 2000-3000 
ppm CO2 because it was believed that the higher the concentration the better. Later, 
a CO2 concentration of 1000-1500 ppm was recommended. In the last few years, it 
has been shown in a number of experiments that concentrations above 900 ppm very 
seldom lead to any beneficial effect [239, 240, 241, 242]. In some cases plant 
injuries (necrosis, chlorosis and curling of the leaves) have been observed at 
concentration above 1000 ppm [243]. Today, recommended COrlevels in 
horticultural practice, from sunrise until sunset as long as the greenhouse is not 
ventilated, are: for young plant propagation (600-700 ppm), for cucumber, pepper, 
tomato (700-800ppm) and for leaf vegetables -lettuce, spinach etc. (1000-1500 ppm) 
[243,244]. 

It is clear that not only the CO2-concentration, but also other factors involved in 
greenhouse production influence the effect of CO2 enrichment; a significant 
interaction between irradiance and CO2 concentration was found [245], as they 
affect dry weight accumulation of Chrysanthemum. When the air temperature 
exceeds 28°C, the CO2 enrichment is usually interrupted and the greenhouse 
ventilated, [246], thereafter the daily CO2 enrichment period varies according to the 
weather pattern. In greenhouses, CO2 enrichment was usually maintained for 4 h in 
the morning and 3 h in the afternoon, in winter and early spring. In horticultural 
practice, the growers are often advised to increase the ventilation temperature by 2-4 
o C when CO2 enrichment is used [247]. Rising, the CO2 concentration reduces the 
transpiration of plants by 20-40% [248, 130]. Water consumption is thus 
significantly reduced by CO2 enrichment at the same time as photosynthesis is 
increased [243]. 
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7.3. Physiological effects 

The physiological responses of horticultural plants to elevated air CO2 are similar to 
the responses of other groups of plants. 

7.3.1. Photosynthesis 
As CO2 is the substrate of the photosynthetic reaction, the rate of photosynthesis 
increases with increasing CO2 concentration. In short-term experiments, 
photosynthetic rates rise rapidly as the CO2 concentrations increase above ambient 
levels [249]. At about 1000 ppm CO2 the response becomes saturated. The extra 
photosynthesis with COrenrichement increases with increasing light intensity and 
optimum temperature [250]. The stomata control the internal COr concentration in 
the leaf. At very high CO2-concentration stomata are closing, concentration and 
aperture depending on crop and other environmental factors. Photosynthesis in 
potato was found to decrease as the 02 concentration increased from 2 to 21 % [251]. 
This decrease was nearly compensated for by a 2-fold increase in CO2 concentration. 
Mortensen and Moe [245] reported net photosynthesis to increase by 51 % when 02 
was decreased from 21% to 2% at 330 ppm CO2 but the increase was only 9% at 
1500 ppm CO2• In spite of this, sometimes the assimilation rate in high CO2 plants 
was lower than those grown at ambient concentration [252, 253]. Protein-nitrogen 
content is often lower in plants grown at elevated CO2 concentrations than at present 
ones [123]. 

7.3.2. Transpiration and water use efficiency 
Stomata gradually closed [250, 254] and transpiration decreased as CO2 

concentration increased. At low light intensity high CO2-concentration may reduce 
transpiration. Low transpiration at high light intensity increases the risk of 
excessively high leaf temperature because of reduced transpirative cooling. In this 
case the CO2 level should be decreased [255]. Short-term exposure to high CO2 

caused increased CO2 assimilation and decreased the rate of transpiration with a 
resultant increase in water use efficiency [256, 257]. Stomatal aperture and stomatal 
conductance are also often reduced in long-term high CO2 treated plants [258] which 
in tum results in lower intensities of transpiration [259]. 

7.3.3. Respiration 
Respiration is the reversed process of photosynthesis. Maintenance respiration is 
needed to keep the plant in good condition. At very high CO2-levels (> 3000ppm) 
the stomata get poisoned and open completely. Respiration is very temperature 
sensitive and doubles with 10 °C temperature increase [255, 244]. Experiments on 
the effects of high CO2 concentrations on dark respiration show mixed results. It has 
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been proposed that mitochondrial respiration may increase in plants under high CO2 

in response to sucrose accumulation in leaves [259]. Naturally, the physiological 
effects are similar to the effects observed on other crops. 

7.3.4. Production responses 
The CO2 concentrations inside closed greenhouses are low at daytime when plants 
are cultivated. In a greenhouse without ventilation and without CO2 application, the 
concentration might fall to below 200 ppm [260, 261]. At low CO2 concentrations, 
the photosynthetic rates of vegetable crops decrease obviously. At 1000 ppm, they 
drop to 20-40% compare with those of 300 ppm. Flowers and vegetables plants 
show very positive effects from CO2 enrichment by increased dry weight, plant 
height, number of leaves and lateral branching [243]. For the grower, the question of 
which period and which concentration of CO2 should be used the most 
economically, depends on the source of the extra CO2 and its costs. 

With CO2 enrichment to 600-700ppm a shortening of propagation period can be 
reached of about 10 % in winter conditions, and the quality of the young plant will 
improve, because the dry matter content of the young plants will increase and the 
leaves will be thicker. On the other hand the most striking effect of CO2 enrichment 
was precocious flower bud formation, for example in the case of tomato and 
cucumber [244]. Effects of CO2 on flowering time are usually minor but not 
necessarily solely due to change in photosynthate supply [262]. The greatest 
response to CO2 enrichment was reported in plants grown under the lowest N 
condition and in the cultivars with a more concentrated fruit set [263]. Kimball and 
Mitchell [247] also report a greater response to enrichment at the lower of two 
fertility levels. 

Production time was reduced (15 - 25%) by elevated CO2 level in the cases of 
lettuce and kohlrabi [264,265,266]. Cucumber yield was found to be greater during 
the first 45 days of picking when temperatures were allowed to increase to 33 DC 
prior to ventilation instead of 28 DC [267]. Sweet pepper yield was significantly 
higher (+33%) when CO2-level was 1000 ppm [268]. Tomato yield was lower when 
the start of enrichment was delayed in the morning compared to early termination in 
the afternoon [239]. Hand and Soffe [269] found 32% to 72% higher tomato yields 
after six weeks of harvesting when plants were grown in 1200 ppm CO2• In general 
the total tomato fruit set increased only slightly with CO2 enrichment but the fruit 
weight under CO2 enrichment was significantly bigger [263]. The application of 
CO2 on melon resulted in increased leaf area and increased leaf dry matter. If the 
CO2 content of the air increases by about 300 ppm, an increase in crop productivity 
of about 30% is forecast, with varied manifestations in different species [270]. 

Application of CO2 through irrigation water is of recent use in greenhouse. In 
melon forcing, an increase in melon yield (+20%) was found [271], in consequence 
mainly of increased fruit size and not of greater number of fruits. On the other hand, 
CO2 application through irrigation water did not affect the chemical characteristics 
(DBrix, total acidity and pH) of the fruits at harvest. CO2 application doubled leaf K 
concentration but reduced leaf Fe concentration. 
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CO2 enrichment in greenhouses has been shown to increase yields of many 
species significantly and therefore has become a commercial horticultural practice. 

In the open field, turbulent dispersion by wind movement reduces the CO2 

enrichment effect with regard to above ground release. In a field experiment 
involving irrigation with carbonated water, a significant increase (20%) in wheat 
yield was observed [272]. Pulsation of CO2 above and below ground as well as 
temporary bicarbonate ion increase in soil solution and temporary decrease in soil 
pH would be expected when considering only the crop water requirement [273]. 
Nevertheless, reduction in soil pH may increase the activity of plant growth 
stimulating microorganisms [274]. The effect of irrigation with and without 
carbonated water was tested [275] in Colorado on mulched and unmulched tomato. 
Water was applied twice weekly by drip irrigation during the growing season. 
According to the results, marketable fruit yield was increased (18%) (P<0.05) by the 
carbonated water treatment in a mulched experiment, but in an unmulched 
experiment, the increase was not evident. On the other hand Zn was found to be 
significantly higher (P<0.05) in the carbonated water (CW) treatment and soil pH 
was lower in the CW treatment (reduced from 6.4 to 4.5). 

High COrlevel can reduce the minimum temperature at which a plant grows 
and completes its Iife- cycle. For example, the tropical vegetable okra was unable to 
complete its life-cycle in normal CO2 at temperature below 23117 °C (day/night), 
while plants grown in 1000 ppm CO2 at 20114 °C matured and produced fruit [276]. 

7.3.5. Concluding remarks 
CO2 enrichment of greenhouse vegetable crop production affects both yield quantity 
and quality. Significant yield increases for most vegetables are observed with CO2 

enrichment. Greatest response to CO2 appears to occur when irradiance levels are 
high. A CO2 concentration of 700-900 ppm might generally be recommended. 
Above this level, yield and growth increases are relatively seldom observed. 
Nevertheless, in spite of recent increases in scientific knowledge, there is still a need 
for more research on vegetable crop production in CO2 enriched greenhouses. 

8. EFFECTS OF ELEVATED CO2 ON SOIL AND IPOGEOUS GROWTH 

8.1. Soil CO2 concentration 

The partial pressure of CO2 in soil may differ vastly from that in normal air. Due to 
the respiratory activity of plant roots and soil biota, most frequently 2-3 fold higher 
CO2 concentration compared to air [C02]can be measured. However, much higher 
values can also be detected. The partial pressure of CO2 in the soil varies seasonally 
and diurnally [277, 278] and can be strongly influenced by several factors, f.e. a soil 
water content [279], temperature [278] and vegetation [280, 281, 278, 282]. The 
dynamics of CO2 in soil profiles was studied at two sites with different vegetation 
[208] and was found to increase with the depth, reaching the highest concentrations 
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of 0.87 % and 0.65% at the depth of 1.0 and 1.5 m, respectively. Several studies 
have shown that CO2 concentrations in the rhizosphere can reach percentage values 
[280, 283, 284, 285]. CO2 partial pressure can significantly increase also when the 
soil is flooded. In the flooded soil supporting the growth of desert succulents, values 
of 0.2-0.4 % were measured [286]. 

The soil CO2 concentration at natural CO2 springs can substantially exceed the 
concentrations measured at non-enriched sites. At the Stavesinci geothermal 
mofette, soil [C02] was measured using a portable landfill gas analyser [126, 127, 
128]. In the rooting horizon of timothy grass Phleum partense, (depth 20 cm) CO2 

concentrations ranged from 0.4 to 26% (w/v). When CO2 concentrations increased, 
soil oxygen dropped concomitantly. Directly at, or in the close neighbourhood of gas 
vents, soil oxygen decreased to 10 or 5% (or eventually even to zero). Similar CO2 

concentrations can be expected in the soil of other CO2 springs [83, 124], or even in 
degassing areas, where emissions are too faint to produce an enriched atmosphere 
[38]. 

8.2. Root growth 

Analysing the response of crop roots to elevated CO2 Pritchard and Rogers [287] 
concluded that roots in a high CO2 environment will be larger and more highly 
branched (see also [288, 289]).The increased C gain under elevated [C02] might 
increase root length density and promote shallower root systems by stimulating 
lateral root production over primary root elongation [290, 287, 291]. 

However, upon prolonged exposure to elevated [C02] the effects on root 
biomass are often scarce or absent [292, 293]. Growth enhacement of roots might be 
a transient response of the plant similar to that discussed for the stimulation of leaf 
level photosynthesis and growth enhacement of shoots [294, 295, 287]. Changes in 
total belowground biomass as evaluated at the end of various experiments do not 
necessarily represent a continued increase in input to the belowground pool. In 
natural systems finite resource availability might constrain the long-term flux of C 
into a plant and soil system [288, 296]. On the contrary, [297] it has been 
hypothesized that elevated [C02] favours investment of biomass in roots only if 
nutrients cannot be absorbed in proportion to the CO2 enhanced growth. No effect 
on the fraction of biomass allocated to the root is found if nutrients are supplied at 
an optimum level [297, 298, 299]. It is therefore not clear whether stimulation of 
root growth depends on increasing allocation of carbon to the roots or whether it is 
an indirect effect of nutrient and water limitation. 

Root turnover can significantly contribute to the net acquisition of carbon and is 
important for global budgets as well as for nutrient cycling. The few studies dealing 
with the root dynamics under elevated [C02] yielded inconsistent results [300, 301, 
302,303,304]. Accelerated root turnover in two different grasslands, which differed 
also in root dynamics, has been reported [300, 301]. In the study by Arnone et al. 
[302] root production and mortality were monitored in a species rich calcareous 
grassland community. CO2 had no effect on the production and mortality of root 
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biomass in the top 18 cm, where most roots occur. However, elevated [C02] was 
associated with an upward shift in the root length density: under elevated [C02] a 
greater proportion of roots were found in the upper 0-6 cm soil layer, and a lower 
proportion of roots in the lower 12-18 cm, than under ambient [C02]. A similar 
response was observed in other studies [305, Raschi et aI., unpub.]. Carbon and 
nutrient cycling may be thus shifted closer to the soil surface [302]. Seasonal 
weather conditions have been shown to influence the effect of elevated [C02] on 
root turnover [64, 306]. A modest, if any, increase in root productivity under CO2-

enrichment was reported in a recent study on loblolly pine (Pinus taeda) [304]. The 
factors driving changes in the root distribution and longevity with depth under 
elevated [C02] might be related to increases in soil moisture under elevated [C02], 

interacting with vertical patterns in soil temperatures. Reduced tissue N 
concentration and reduced root maintenance respiration, both of which are predicted 
to result from elevated [C02], should contribute to slightly longer root life spans 
[307]. It is likely, as hypothesised [308], that increasing atmospheric [C02] does not 
exert a significant direct effect (resulting from a greater C supply) on root turnover. 
Indirect effects, mediated by shifts in plant water and nutrient relations are more 
probable. 

Compared to the extensive data on the shoot/root relationship in crop plants as 
influenced by artificially elevated [C02] [309, 3lO, 287], little is known on the 
allocation of carbon below ground in natural CO2 springs plants. No in situ study 
dealing with this problem has been performed, also in consequence of the soil 
difformity often characterizing CO2 springs. Reciprocal transplant design was used 
at a natural CO2 spring in New Zealand in order to generate combinations of 
atmospheric and soil conditions that represent both short- and long term elevated 
CO2 conditions [37]. The growth of three different plants, Lotus uliginosus, 
Paspalum dilatatum, and Plantago lanceolata, was stimulated by elevated [C02] 

(estimated mean pC02 574 ppm) when they were grown in high CO2 developed soil, 
i.e. at conditions of long-term exposure. No increase in total mass under high [C02] 

was found if the plants were growing in the soil developed in near global ambient 
CO2 concentrations (spring site with ca. 372 ppm CO2, the situation similar to short 
term exposure). For this treatment the highest root mass fraction was measured. 
These results showed that there is not a simple relationship between transient and 
equilibrium (long-term) responses to elevated [C02]. 

In a study by Fordham and Barnes [295] different populations of Agrostis 
can ina and Plantago major, originating from a near-ambient or 'high' long term 
CO2 concentration, were grown in controlled conditions at 350 and 700 ).lmol mor l 

CO2• The study revealed that long-term adaptation to growth at elevated [C02] 

maybe associated with a potential for increased growth and higher carbon allocation 
to the roots [311,312,295]. According to Badiani et aI. [124] such an effect could 
be of evolutionary value as one of the mechanisms preventing feedback inhibition of 
photosynthetic capacity in natural CO2 spring species. 
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8.3. Mineral nutrition 

It is to be expected that higher growth rate in response to elevated [C02] will 
increase plant nutrient demand. Averaged over the literature data available, a low 
soil nutrient supply was found to reduce the proportional growth stimulation of 
elevated [C02] [313, 314]. 

On the other hand, elevated [C02] could elicit compensatory adjustments so that 
acquisition capacity for minerals increases in concert with carbon uptake. 
Compensatory adjustments such as increases in (i) root mycorrhizal infection, (ii) 
root-to-shoot ratio and changes in root morphology and architecture, (iii) root 
nutrient absorption capacity, and (iv) nutrient-use efficiency, can enable plants to 
meet an increased nutrient demand under high [C02] [314]. 

Nitrogen and phosphorus are the nutrients most likely to be influenced by rising 
CO2 since relatively high quantities of both are needed in the photoreductive C cycle 
and the photo-oxidative cycle [289]. When nitrogen is low or marginal, the 
acceleration of growth in elevated [C02] may drive the plant into nitrogen 
deficiency. The nitrogen content of plant tissues is very commonly reduced, which 
has been observed both in artificial [315, 290, 316, 317, 318] and natural [116, 319, 
320] CO2 enrichment. 

The decrease in tissue nitrogen concentration and increased CIN ratios indicate 
that plant biomass can be increased with elevated CO2 independent of changes in the 
nutrient supply. Both higher nitrogen use efficiency (NUE), calculated from total 
leaf N content and plant dry mass, and higher photosynthetic N use efficiency 
(PNUE), calculated from leaf CO2 assimilation rates and leaf N concentrations, are 
reported for plants grown in the CO2 enriched atmosphere [321, 322, 298, 323, 324]. 
Rogers et al. (1999) state that N requirement is reduced under CO2 enrichment 
[289]. Changes in photosynthetic nitrogen-use efficiency may be a critical 
determinant of competition within low nutrient ecosystems and low input 
agricultural systems [321]. In this context, however, other complexities of nitrogen 
nutrition must also be considered. Studies that have measured the root N uptake 
capacity commonly report a differential effect of elevated [C02] on NH/ and N03-

[325, 314, 318]. This can have different effects on plant species that differ in 
preferences for each form of nitrogen. In addition, as stated below, nitrogen fixation 
can significantly contribute to a plant's nutritional response to elevated [C02]. 

For phosphorus, in contrast to nitrogen, higher tissue concentrations are 
required for an optimal productivity under elevated [C02] [289, 326]. At the low P 
supply, white clover plants grown at twice ambient p(C02) lost their stimulation of 
photosynthesis, accumulated non-structural carbohydrates in the leaves, and their 
growth rate was not stimulated, in contrast to high P grown plants [326]. This and 
other studies indicate a C-sink limitation of growth. This limitation could be 
overcome by mycorrhiza [327, 328, 329], but several studies failed to prove that. 
[330, 331, 332]. In P-limited sour orange under the additional [C02] availability, 
mycorrhized plants had greater CO2 assimilation, growth and nutrient uptake than 
non-mycorrhized plants [333] and growth depression of mycorrhized Citrus 
seedlings grown at the high phosphorus supply was mitigated by elevated [C02] 
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[334]. An increase in phosphatase activity by plant roots at elevated [C02] could 
also contribute to higher P availability [335], however this effect was not widely 
confirmed [326]. 

Altered concentrations of other mineral nutrients in response to elevated 
atmospheric [C02] were also observed [336, 337]. Very often decreased nutrient 
concentrations are a result of a dilution effect due to accumulation of nun structural 
carbohydrates [338]. The decline in nutrient absorption per unit growth may be a 
result of a shortage of these nutrients in the root environment. Root specific activity 
can also be down-regulated. According to [287] roots under elevated [C02] are less 
efficient in nutrient uptake due to i) production of less efficient root architectures, ii) 
limitations imposed by anatomical characteristics, iii) reduced mass flow of water 
through the soil-plant air continuum, iv) inefficient or unbalanced plant C and N 
relations or v) reduction in the competitive ability to acquire nutrients. 

On the other hand, an increased supply of sugars in the high CO2 grown plants 
could positively influence the uptake of mineral nutrients [339, 318]. A limited 
number of studies that have examined the effects of elevated CO2 on nutrient uptake 
mechanisms yielded very variable results [340, 341, 342, 325, 339, 343, 344, 298, 
345,318]. Interspecies differences in uptake kinetics under high [C02] which were 
confirmed in these studies, might have important consequences for plant and 
ecosystem responses [346]. They might also explain why some species do not 
exhibit a commonly observed decline in tissue nutrient concentrations at high [C02]. 

It has been shown that the initial reduction in leaf mineral concentration 
gradually disappeared over longer (56 months) exposure to elevated [C02] [347]. 
This emphasizes the importance of conducting long-term experiments. Again, 
natural CO2 springs offer an opportunity to study long term effects and potential 
long-term adjustment or acclimation of leaf mineral concentration over a period of 
several generations. In timothy grass grown at different locations, i.e. CO2 exposures 
at the Stavesinci mofette, the content ofN, S, P, K, and Zn decreased the closer the 
plants grew to the emitting vents. The decrease was approximately 40% in Nand P, 
and 20% in K and S for the most exposed plants (26% CO2 in the soil, [126]. At the 
same time total carbon content was constant, which indicates a dilution effect. Leaf 
mineral concentrations were also measured in three Mediterranean species (Erica 
arborea, Myrtus communis and Juniperus communis) growing at the Lajatico natural 
CO2 spring and in a nearby control site [320]. Leaves were sampled every two 
months for one year. Multivariate principal component analyses based on the leaf 
elemental concentrations clearly differentiated the two sites and the three species. 
Lower concentrations at the spring site were not the result of a dilution effect by 
increased structural or non-structural carbon. In contrast to most experimental 
studies of CO2 enrichment, mainly conducted for short periods, several of these 
elements had greater concentrations in the CO2 spring site. In general, changes in the 
element composition under the elevated [C02] of the spring site were species- and 
element-specific and time dependent. Therefore, caution should be exercised in 
generalizing the effect of CO2 on mineral nutrition. 
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8.4. Elevated CO2 and myeorrhiza 

Mycorrhizal fungi may play an important role in the sequestration of carbon in the 
soil under elevated [C02] deposition. Plants allocate an estimated 10-20 % of net 
photosynthate to mycorrhizal fungi, although this number can range from 5% to 
85% among systems [348]. By acting as a sink for plant carbon and by promoting 
plant phosphorus uptake, mycorrhizal symbioses could alleviate photosynthetic 
down-regulation [349, 329]. It has been pointed out that [350] the spatiotemporal 
complexity of mycorrhizae should be taken into account when its role in responses 
to elevated atmospheric [C02] is studied. The ways in which mycorrhizal fungi can 
potentially influence responses to CO2 at the various levels include: i) influencing 
the homeostatic adjustment of individual host plants to elevated [C02], ii) altering 
the variability of responses to CO2 within a plant population, iii) differentially 
responding to and providing feedbacks to different plant species within a plant 
community and to different plant functional assemblages in an ecosystem, iv) 
providing an increased sink of carbon in the soil, and influencing nutrient cycling 
patterns [350]. 

The effects of elevated [C02] on mycorrhizal growth have been studied by 
different approaches and at different scopes [329, 351, 350, 352, 353]. Most 
mycorrhizal studies under elevated [C02] quantify changes in the mycorrhizal 
colonization percentage root length (tips) or total root length colonized per plant. 
Although frequently increased, mycorrhizal infection might not necessarilly change 
under elevated [C02]. However, as root biomass tends to rise, total mycorrhizal 
biomass per plant might do so as well [351]. Still in Citrus elevated [C02] 

counteracted the depressive effect ofP on intraradical AM colonization [333]. 
Because extraradical hyphae account for a large portion of fungal biomass they 

can constitute a sizable pool of carbon in the soils of many terrestrial ecosystems. In 
arbuscular mycorrhiza (AM) an even more significant pool of fungus-related carbon 
in the soil is glycoprotein glomalin. Glomalin is very abundant and apparently only 
produced in significant amounts by AM fungus hyphae [354]. In a sorghum 
(Sorghum hieolor) field FACE experiment a significant increase in soil hyphal 
lengths of AM fungi and easily extractable glomalin, in response to CO2 was found 
[355]. The soil aggregate water stability was also increased. Although a causal 
relationship between the hyphal length, glomalin and aggregate stability was not 
demonstrated, the present data do suggest that AM fungi could mediate changes in 
the soil structure under elevated [C02] [355, 356]. Arbuscular mycorrhizae were 
also studied along an atmospheric [C02] gradient (from ca 350 to 700 /lmol mor l ) 

[357] at a CO2 spring in New Zealand [358, 359] (Hakanoa Springs). Percent root 
colonization by arbuscular mycorrhizal fungi, AM fungi soil hyphallength, and soil 
concentrations of the glomal in increased linearly along a CO2 gradient. These results 
are an important confirmation of numerous short-term studies, and present the first 
test of the resource balance model, applied to AM fungi, after long-term elevated 
CO2 exposure. 

There are no other studies on mycorrhizal functioning under long-term natural 
CO2 enrichment. The mycorrhizal research at natural springs could contribute to the 
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knowledge of the ecosystem response to global change. In addition, it is tempting to 
speculate on the functioning of the symbiosis at higher partial pressures of CO2. 
Little is known about the sensitivity of mycorrhizal fungi to soil hypoxia. In the 
study of Beck-Nielsen and Madsen [360] the lower redox potential of the soil was 
associated with the reduction in density of hyphae in the soil and was consistent with 
lower AM infection of the plants. At natural CO2 springs, relatively highly infected 
plants can be found close to the CO2 vents (Vodnik, unpublished). A detailed 
analysis of rhizosphere processes would contribute to the quality of mycorrhizal 
studies in such conditions. 

8.5. Elevated CO2 effects on Ndixation 

CO2 enhanced plant growth may result in an increased N-sink strength. In legumes it 
is to expect that an increased N demand will be translated into an increased N2 
fixation per plant. On the other hand, symbiotic N2 fixation is a highly energy
demanding process that constitutes a significant sink for photosynthate, which could 
significantly contribute to the photosynthetic rates in Nrfixing plants. 

Low rhizosphere (below 100 ppm) CO2 concentrations result in a significant 
decline in the nitrogenase activity of legume nodules [361]. There is, on the other 
hand, no evidence of direct nitrogenase stimulation by increased rhizospheric [C02]. 
For actinorrhizal black alder (Alnus glutinosa) little effect of low rhizospheric 
p(C02) (0.5 kPa) was found [362], whereas 3.0 kPa CO2 reduced nitrogenase 
activity by 31-35%. 

Still, elevated [C02] leads to an increase in nitrogen fixing activity within 
several days and increases a total nitrogenase activity in the long term. It is 
presumed that the long term effect is caused by an increase in the number and in the 
individual weight of the nodules and is not a result of increased nitrogenase activity 
per unit nodule dry weight [72]. 

As carbon input to the rhizosphere may be significantly increased under 
elevated [C02] [363], a response to elevated [C02], similar to that in the symbiotic 
Nrfixators, can be expected also in the non-symbiotic N2 fixing diazotrophs. 
Despite their importance in N-cycling there are only few studies dealing with the 
effect of elevated [C02] on N2 fixation by the bacteria/non-legume association [364, 
365]. This research suggests increased nitrogen fixation in response to the increased 
[C02]. 

Several studies indicate a decline in the leaf nitrogen concentration under 
elevated [C02] will be much milder in Nrfixing species than in no Nz-fixing species 
[366]. This could lead to consequences in litter decomposition processes [367] and 
nitrogen cycling. 

8.6. Root respiration 

Two different responses of plant respiration to elevated [C02] can be distinguished 
[368]. Direct (short-term) effects are observed when [C02] is rapidly increased, 
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resulting in changes in respiratory metabolism, including enzyme activIty [369, 
370]. Indirect (long-term) effects on respiration are observed after long-term growth 
at elevated [C02] and are mediated through effects on the leaf growth rate, a non
structural carbohydrate concentration, and tissue composition. In comparison to the 
number of studies dealing with the effect of elevated [C02] on the respiration of 
green tissues [see 371 for a review] the information on root respiration is much more 
scarce. Soil [C02] can significantly influence the respiration activity of roots [277]. 
The inhibition of root respiration of Pseudotsuga menziessii [372] and Pinus strobus 
[277] was found for a concentration range normally found in soil. Respiration rates 
of white pine fine roots were immediately reversed after returning to alternate high 
(1200 flL CO2 L-1) and low (air)-high CO2 concentrations (high-low-high and vice 
versa), suggesting a direct effect of elevated [C02] on apparent respiration. 
Relatively high sensitivity was found in some desert succulents, where the inhibition 
of root respiration was found at concentrations which can be measured in the 
flooded soil [286, 373]. On the other hand, several plant species can sustain 
relatively high CO2 concentrations [374, 375, 376] and [297] it is presumed that 
most plant species are less sensitive to a high CO2 concentration in root 
environments [297, 377, 378, 379]. Decreased [301, 380], increased [381, 382], and 
non-changed [383, 384] respiration rates are reported by different COr enrichment 
studies. Frequently no effect from elevated [C02] is observed when root respiration 
is expressed per unit root dry weight [385, 377]. According to Lambers et al. [377] 
increased root dry weight under elevated [C02] decreases the specific rate of root 
respiration but increases the carbon requirement of root respiration relative to that 
fixed in photosynthesis. Recent leaf respiration studies also confirm that the 
influence of elevated [C02] on plant respiratory carbon flux is primarily through 
increased biomass [386]. It has been [387] concluded that direct effects of CO2 on 
leaf respiration are small. However, direct effects of CO2 on respiration could be of 
particular significance in the environments where CO2 is variable. In this respect 
natural CO2 springs are extremes, known for dramatic short-term fluctuations [388, 
124]. Soil CO2 measurements at the Stavesinci mofette area showed non
homogeneously distributed CO2 emissions over the whole ranging from 0.3 to 100% 
[126, 127]. Beside spatial variability, temporal changes in local soil gaseous 
conditions can be expected, as a consequence of rapid changes in the atmosphere 
and changing soil characteristics, soil drying for example. In the respiration response 
of plants growing at naturally elevated [C02] combined direct effects including 
suppression of respiratory enzymes, diversion of electron transport pathway to 
cyanide-resistant pathway, refixation of respired CO2 and alterations of intercellular 
pH [368] could be involved. Preliminary measurements of root respiratory potential 
(measured as electron transport activity) and root respiration (measured by using 
oxygen electrodes) indicate, however, relatively low susceptibility of CO2 spring 
plants to high CO2 (low O2) concentrations [389]. As it is speculated that short-term 
responses to elevated [C02] are related to the CO2 history of the plant [368], further 
investigation of root respiration under natural CO2 enrichment is of particular 
interest. 
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CHAPTER 8 

OZONE: A NOVEL PLANT "PATHOGEN" 
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Abstract. Tropospheric ozone (03) is predominantly produced by photochemical reactions involving 
precursors generated by man's activities, especially vehicular traffic. There is also evidence for a trend 
towards increasing levels of tropospheric 0 3• Although the levels are not threatening to human life, this 
gas is known to be highly phytotoxic: exposure can result in both symptomatic and subtle effects (i.e. 
changes in growth, yield and likely in quality of biomass produced); these may affect crops, forest plants 
and natural communities. Several biological, physical and chemical factors influence the plant response. 
The phytotoxic mechanisms of 0 3 are complex. Stomatal uptake is a prerequisite for its toxicity. A series 
of 'Reactive Oxygen Species' (ROS) are produced soon after exposure in the apoplast, unsaturated fatty 
acids and proteins being their major targets. Although the formation of ROS is generally considered to be 
detrimental to cellular function, these species are also formed in normal cell metabolism and their 
production and destruction is a regulated cellular phenomenon. Defence reactions involve detoxifying 
enzymes (superoxide dismutase, peroxidases, catalase) and non-catalytic scavengers (like ascorbic acid, 
a-tocopherol, glutathione). Life-long exposure to sublethal levels of 0 3 will become a common condition 
for our plants. This pollutant will pose a challenging problem to world food, fibre and timber production, 
and to the conservation of natural plant communities, including their species diversity. Economical and 
ecological aspects of these interactions deserve special attention. 

1. INTRODUCTION 

Air is a fascinating mixture of gases and vapours, also containing many kinds of 
minute particles; and every living terrestrial organism is exposed to that mixture. In 
the last two centuries, man's activities have altered the composition of the 
atmosphere both locally and globally. The introduction of air pollutants poses new 
challenges to biota. The burning of fossil fuels releases sulphur dioxide and nitrogen 
oxides into the atmosphere; industrial activities produce a large amount of chemical 
waste; millions of vehicles emit nitrogen oxides and hydrocarbons, which give rise 
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to an array of reactions which cause the formation of noxious molecules; the level of 
carbon oxides is growing, and new molecules (e.g. benzene) are dispersed. 
Interactions between plants and air pollutants are complex, as plants may be [2]: 

- victims (targets) of the toxic activity of chemical stressors, which act alone 
or in combination; 

- gates of insertion of persistent chemicals in the food chain, thus involving 
animals and humans; 

- agents of detoxification and bioremediation, as they can metabolise and 
neutralize noxious chemicals; 

- biological indicators of the presence of toxic agents in the environment, 
such as 0 3, by exhibiting characteristic symptoms (qualitative signals); 

- biological monitors of environmental health, as they may accumulate toxic 
agents, such as heavy metals, which can be measured in the tissues and 
related with the levels of those agents in the atmosphere (quantitative 
signals); 

- producers of biogenic molecules (e.g. hydrocarbons), which may be 
involved in atmospheric chemistry and the production of secondary 
pollutants. 

Of all the chemical pollutants of the atmosphere, one of them, 0 3, is by far the 
most prevalent and causes more damage to vegetation than all the others combined 
[3]. Since 1958 0 3 has been recognized as a phytotoxic agent ('grape leaf stipple' 
was the first evidence, [4]). However, some years before, Californian 
phytopathologists had described visible foliar injury to several crops species due to 
air pollution [5], in which we now know that 0 3 plays a major role. In many areas 
the presence of relevant 0 3 levels during the warm season is persistent. Recently, 
this gas has become a subject of great interest because, besides playing a role in 
damaging plants, materials and manufactured goods, and causing irritation of 
mucous membranes, it also enhances the so-called 'greenhouse effect' (global 
warming phenomenon) and is responsible for reduced visibility. 

2. OZONE IN THE ATMOSPHERE: WHAT, WHERE, WHEN AND WHY 

Ozone is a triatomic allotropic form of oxygen. It is characterized by a very high 
chemical reactivity because it is a strong oxidant agent (i.e. it acquires electrons 
from other atoms) due to its elevated standard redox potential (+2.07 V), and plays 
an important role in atmospheric chemistry. It is formed when oxygen molecules are 
dissociated by ultraviolet light (this happens in the high atmosphere, the so-called 
'ozonesphere') or by electric discharges (i.e. thunderbolts). Downward transport of 
0 3 enriched air masses from the stratosphere is a common phenomenon. Therefore, 
0 3 is a natural component of our atmosphere, and its presence has been known since 
1840. Background mixing ratios usually range from 10 to 20 ppb (parts per billion, 
i.e. 1'10-9, in volume; for 0 3, 1 ppb = 1.96 j..lgm-3 at 20°C and 101.3 kPa). As the 0 3 

concentration is much higher in the stratosphere (10,000 ppb) than in the 
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troposphere (some tens ppb), on a quantitative base, tropospheric 0 3 is known to 
account for about 10% of the vertical 0 3 column above the Earth's surface [6, 7]. 

Apart from these natural mechanisms, 0 3 is also produced another way: the 
chain of reactions in 'photochemical smog' (or 'photosmog'). This phenomenon 
occurs especially in heavily polluted urban and industrial areas in the presence of 
solar radiation. 

A simplified set of some of the key reactions involved in photochemical smog 
formation is given here: 

(inside engine) 

(in atmosphere) 

The starting point is the emission of nitric dioxide (N02), resulting from the 
reaction between atmospheric nitrogen and oxygen under the high temperatures 
typically reached in the combustion chambers of endothermal engines. N02 is easily 
dissociated by the ultraviolet component of solar radiation into nitrogen monoxide 
(nitric oxide, NO) and singlet oxygen C02), which spontaneously reacts with 
molecular oxygen to give rise to 0 3. This reaction requires the presence of a third 
inert body (usually indicated as 'M') to conserve energy. Under these conditions, the 
lifetime of 0 3 is very short because a 'return' reaction with NO takes place to 
produce N02 and O2 again. Therefore, there is a steady-state balance between 0 3 

formation and degradation, and the system represents a very rapid null-cycle in 0 3 

[8]. 
A remarkable increase in 0 3 levels occurs when there are also non-methanic 

hydrocarbons (HC) present in the atmosphere, which are also derived mainly from 
vehicle exhausts, but may also be of biogenic nature (they are regularly emitted by 
several plants, [9]). In these conditions - which are common in all urban 
atmospheres - NO, instead of reducing 0 3, reacts with He to produce toxic PANs 
and many other organic substances: 

NO + He + O2 ~ N02 + PAN (and other molecules) 
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Thus, (i) a net increase in 0 3 budget takes place, and (ii) several organic 
chemical species are formed, many of which are regarded as harmful to human and 
environmental health. Peroxyacethyl nitrate (PAN, CH3C(0)00N02) is the most 
common of them. It appears that 0 3 is not only an important pollutant by itself, but it 
is also an indicator of photosmog. 

Tropospheric 0 3 concentrations in the Northern Hemisphere have been steadily 
increasing throughout the industrial era [8, 10]. In polluted urban areas 0 3 is an 
intrinsic component of the so-called chemical climatology and its concentration may 
easily exceed the level of 100-150 ppb for many hours of the day, during the 
photochemical season (May to September in the Mediterranean). Although most 0 3 

is formed in urban areas, 0 3 itself, as well as its precursors, may travel from cities 
towards rural and remote areas for hundreds of kilometres. An apparent paradox has 
been repeatedly reported: 0 3 concentrations in the outskirts of cities are higher than 
in downtown areas. The average 0 3 concentrations in city centres are often only 30-
50% of those occurring in the surroundings [11]. This is due to (a) the lower 
concentrations of 0 3 destroying pollutants (i.e. dust particles, NO, etc.) in the 
outskirts and (b) the fact that photochemical formation of this gas continuously takes 
place during the transportation of the primary pollutants from the source region ~ 
downtown ~ to the outskirts, leading to a gradual increase of 0 3 concentration. Thus, 
0 3 is a major threat not only to urban plants, but also to field crops, forests and 
natural vegetation. The areas at the highest risk are those characterized by high 
degree of motorization and long, dry, hot sunny seasons. Most Mediterranean areas 
meet these conditions [12], and it is known that the problem is severe in many other 
countries, including developing ones. 

Atmospheric stability, high temperatures and particularly intense solar radiation 
(which depend on the latitude of the region, on the time of the day and on the season 
ofthe year,) are the driving forces leading to 0 3 formation [8]. 

The presence of near ground 0 3 is expected to be at higher levels in lower 
latitude regions, which are characterized by higher solar radiation, a presupposition 
factor for the photochemical activity. It is well known, for instance, that 0 3 levels in 
Mediterranean countries are much higher in comparison to those occurring in central 
and northern European countries [13]. However, the results of the ICP-Vegetation 
program have documented the occurrence of plant damaging 0 3 episodes throughout 
Europe and indicated that a range of crops are potentially at risk from pollution [13]. 
Recently, Bytnerowicz et al. [14], who investigated the distribution of 0 3 in 32 
forest sites across the Carpathian Mountains, reported that potential phytotoxic 
effects of 0 3 on trees and understory vegetation are expected in almost the entire 
region. 

It is clear that 0 3 is produced only during the daytime, with a typical diurnal 
cycle, and exhibits strong seasonal variation (Figure 1). In low altitude regions, 0 3 

usually exhibits a diurnal bell-shaped pattern: it peaks during midday and early 
afternoon hours and gradually decreases during late afternoon and evening hours. 
This cycle is mainly governed by in situ photochemical 0 3 formation. The nearby 
0 3, however, is gradually destroyed by dry deposition. During the daytime, turbulent 
mixing in the planetary boundary layer leads to surface 0 3 enrichment from the free 
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Figure 1. Typical ozone seasonal and diurnal behaviour (average o/hourly 
measurements) in Pisa (Italy) (after Lorenzini et al., 1994 [97]). 
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troposphere, which, to a degree, replenishes the 0 3 losses due to dry deposition. 
During night hours, 0 3 cannot be formed due to the lack of light. Moreover, the 
lower boundary layer becomes thermally stratified and stable, impeding the 
replenishment of surface 0 3 losses due to dry deposition. Thus, surface 0 3 

concentration decreases, reaching levels of a few tens ppb. The occurrence and 
stabilization of the boundary layer stratification depend on the local topography. At 
high altitude (mountainous) regions, where the nocturnal inversion layer occurs only 
rarely, 0 3 concentrations remain relatively constant during both daytime and night
time hours [11]. 
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As to seasonal variation, 0 3 levels are higher during the late spring and summer 
period, mainly due to higher global radiation and to longer daytime, both of which 
favor photochemical formation [15, 16], but also due to more intensive atmospheric 
turbulences, occurring mainly during early spring months, which feed troposphere 
with stratospheric 0 3. However, the precise contribution of the stratospheric source 
to tropospheric 0 3 levels remains an open question. Model studies have indicated 
that, on an overall basis, about half of the tropospheric 0 3 load results from 
downward transport from the stratosphere and the other half from the photochemical 
formation in the troposphere [15]. In urban areas anthropogenic photo smog is by far 
predominant. However, it is known that the levels of 0 3 and their seasonal and daily 
patterns depend on geographical characteristics and local topography. All these 
factors are important and should therefore be considered in studies of the effects of 
0 3 on plants. 

3. OZONE ATTACKS THE PLANT 

Ozone is more toxic for vegetation than any other pollutant because of several 
characteristics: in addition to its redox potential, it has approximately the same 
coefficient of diffusion as CO2 and therefore encounters the same resistance when 
penetrating the leaves; its solubility in water (and in cellular fluid) is ten times 
higher than that of oxygen [17]. Plants' response to 0 3 depends on a sequence of 
events, which begin with uptake, followed by perturbation, homeostasis and finally 
injury; repair is possible. 

Atmospheric 0 3 is deposited onto plant canopies by diffusion; as for all gases, 
the main route of entry of 0 3 into a leaf tissue is via open stomata, which constitute 
a minimal fraction (2%) of leaf surface [6]. Cuticular absorption is regarded as 
negligible under natural conditions [18]. Therefore, stomatal density, stomatal 
conductance and environmental parameters, which affect the stomatal behaviour 
(especially water availability), are crucial factors controlling the rate of 0 3 entry. 

Once uptaken, 0 3 decomposes quickly in the apoplast into several derivatives, 
which are regarded as its actual 'toxic principles'. They are collectively indicated as 
'Reactive Oxygen Species' (ROS) (other terms frequently used are 'reactive' (or 
'active ') 'oxygen intermediates' or 'reactive oxygen metabolites '). They are all 
extremely reactive and cytotoxic in all organisms. Thus, oxygen provides a paradox, 
in that it is essential for aerobic life (it is the terminal receptor of electrons during 
respiration, which is the main source of energy), yet, in its reduced form, it is one of 
the most toxic substances with which life on Earth must cope [19]. The interest of 
biologists in ROS has grown impressibly during the past few decades. At present, 
there is evidence for their involvement in over 100 human disease states (including 
arteriosclerosis, cancer, and aging), as well as in many normal biological processes 
[20]. 

The main metabolites of oxygen can be classified in two groups. They include 
[21 ]: 
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a) radicals containing oxygen with unpaired electron(s), like the superoxide (02 

+ e- ~ O2.-), whose protonation produces the hydroperoxyl radical (H02); the metal
catalysed 'Haber-Weiss' reaction between O2 - and hydrogen peroxide (H20 2) 

produces the hydroxyl radical (HO), which is the most potent oxidant known (it can 
react indiscriminately with any biological molecule and its half-life is only fractions 
of a microsecond); peroxyradicals (RC-O-O) are also generated from the oxidation 
of lipids; 

b) products containing molecular oxygen, like '02 and H20 2. 

The superoxide radical and H20 2 are less reactive oxidants than HO· but have a 
longer life span, which allows them to react with molecules in locations far from the 
site where the ROS were produced [22]. The presence ofROS can be advantageous 
for cells, as some of them are normally produced in plants (see the following 
section). However, when there is an excess of ROS or when antioxidant defence 
systems are weakened for some reason, cellular damage may appear. 

The primary targets of ROS are double bonds in fatty acids of lipids. They may 
be subjected to ozonolysis and/or peroxidation, with production of malondialdehyde 
in both cases, and although ozonolysis and peroxidation are sometimes thought to be 
synonymous, they are quite distinct processes. The former creates H20 2, involves no 
peroxylradicals in the initial attack and does not bring double bonds into conjugation 
with each other. Lipid peroxidation involves initial attack by radicals rather than by 
0 3 itself and does not form H20 2 [23]. 

Proteins are also damaged: two molecules of cystein are linked by S-S bridges 
(starting from -SH groups) to form cystine; in methionine the S atom is oxidized to 
sulphoxide; in triptophan the pyrrolic ring is broken. As a result, integrity and 
functioning of biomembranes are altered. In addition, oxidized proteins increase 
their hydrophobicity and sensitivity to proteolysis [24]. 

Enzyme structure and activity is another important aspect of 0 3 phytotoxicity. 
The disturbance in spatial orientation in key aminoacids may be critical if, for 
example, they form part of the reaction centre of an enzyme [23]. 

DNA lesions and mutations, often leading to irreparable metabolic dysfunctions 
and cell death, are induced by hydroxyl radicals [25]. 

Ozone affects several key biochemical and physiological functions of the plant 
in a very complex manner, including photosynthesis, water use efficiency, dry 
matter production, flowering, pollen tube extension, yield, etc. [1]. For example the 
03-induced photosynthesis impairment may be due to [26]: 

- stomatal closure (leading to decreased conductivity), as a result of the water 
loss in the guard and neighbour cells, because of increased membrane 
permeability caused by 0 3. A direct consequence of stomatal closure is the 
reduction of CO2 absorption. Decreases in conductivity may also be due to 
an excess of CO2 in the hypostomatous chamber, due to reduced mesophyll 
assimilation; 

- the damage of several components of the light-harvesting complex in the 
chloroplast, as has been repeatedly demonstrated by alterations in the 
chlorophyll fluorescence parameter, which leads to diminution of energy 
production in photosystems; 
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- the decrease in CO2 assimilation, due to reduced amount and/or activity of 
active carboxylating (acceptance of CO2) enzymes. So, the effects on 
ribulose biphosphate carboxylase (Rubisco) can be considered as either 
direct oxidation (i.e. increased susceptibility to proteolysis), or indirect 
suppression of mRNA production; 

- ultrastructural lesions to chloroplast components; 
- the reduced availability of NADPH, if it is diverted to the regeneration of 

oxidized glutathione. 
As a result of these interactions, the plant may develop visible foliar symptoms, 

whose characteristics (intensity and gross features) depend on plant species (or 
variety), leaf age, nutrition and environmental factors, as described below. 

Nowadays visible symptoms have little biological relevance, as it is widely 
believed that they only represent a sort of "tip of the iceberg": most of the toxicants 
act in an inconspicuous way. Foliar visible symptoms mayor may not result in crop 
yield reductions; conversely, yield reductions may occur without visible symptoms 
[27]. 

The final result of 0 3 insult depends on several factors, from genotypical 
features to sanitary status (Table I). 

Table 1. Main factors that may affect plant response to ozone (modified after 
Kley et al. 1999, [3}). 

Factors Effects 
Biolo ical Factors 

Genetic diversity Homogeneous plants give uniform 
responses; species, cultivars, and clones react 
differently to 0 3 in terms of visible injury 
and/or biomass production 

Stage of plant and organ development Response depends on the stage of plant 
development and the physiological leaf age; 
leaves are most sensitive when they have just 
reached their full size 

Health conditions The presence of diseases (viral, fungal) may 
modify the response 

Physicalfactors 
Soil moisture and relative humidity Water stress induces stomatal closure and 

thus lower 0 3 absorption 
Temperature Injury increases in a range from 3 to 30°C 
Air movement Influences the boundary layer resistance and 

gas uptake 
Light, UV radiation, photoperiod Contradictory results 

Chemicalfactors 
Ozone levels and pre-exposure Response depends on the dosage; pre-

exposure may modify the response 
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Table 1. Continued 

Factors Effects 
Chemical fjIctors 

Carbon dioxide Injury decreases with elevated CO2 levels 

Other chemical pollutants Synergism may take place and injury can be 
more severe 

A~ronomic practices 
Nutrition Contradictory results; in bulk, optimal 

nitrogen minimizes foliar injury 
Pesticides and other chemicals Ethylendiurea (EDU) and other chemicals 

(e.g. some systemic fungicides) counteract 
visible injury 

Biomass reduction is a common response of a plant exposed to 0 3: the 
partitioning of assimilates is frequently changed at the expense of roots, so an 
altered root/shoot ratio is usually found in exposed plants [28,29]. 

The 03-induced effects may persist for a long time in the plant, so a 'memory 
effect' is possible in perennial crops, like grapevines [30], and in wooden species, 
like conifers [3]. 

Of special interest appears to be the production of 'stress ethylene', which is an 
early event, associated with 0 3 exposure and could be involved in accelerated foliar 
senescence [31]. 

4. THE PLANT DEFENCES AGAINST THE ENEMY 

The toxicity of a chemical to biota is generally determined by three processes: 
uptake, biochemistry and cellular defence reactions. The response of plants to 0 3 
depends on the genotype: species, cultivars and clones react in different ways. In 
addition, the leaves of a plant show a marked differential response, related to 
ontogenesis, with very young leaves often showing insensitivity (Table 1). 

Plant cells have means to counteract the phytotoxic mechanisms of 0 3, as the 
oxidative stress is also frequent in undisturbed individuals; for instance, they 
encounter several ROS, which are commonly produced within biological systems -
viz. through the mitochondrial respiratory electron transport chains [32]; O2- and 102 

are commonly produced in illuminated chloroplasts by the occasional transfer of an 
electron from an excited chlorophyll molecule to molecular O2 [25]. 
In general, the defensive attribute (,resistance') may be of the following types [33]: 

- stress avoidance (,exclusion'), when the organism is able to avoid the 
physical interaction (i.e. the entry) of the adverse factor. In the case of a 
toxic gas, like 0 3, this should imply an active mechanism, able to allow the 
normal leaf gas exchange, but selectively impair the uptake of toxic gas 
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over a certain threshold. This does not represent a common mechanism of 
plant defence against 0 3, although some experimental evidence has been 
reported [34]; 

- stress tolerance, in terms of strain exclusion, when the noxious agent 
penetrates the host, but is prevented from causing injurious chains of 
reactions. In the case of chemicals, this implies detoxification. This is 
believed to represent the major mechanism of plant defence against 0 3; 

- stress tolerance, in terms of repair of the biochemical lesions induced by 
the stressor. So far only little evidence has been collected for 0 3. 

The quick activation of biochemical defences, which effectively neutralize 
ROS, is regarded as a crucial mechanism of the response of plants to 0 3. During 
evolution, all aerobes acquired a number of distinct biochemical mechanisms to 
efficiently and rapidly cope with oxidative stresses, and to remove damaging species 
from different cellular compartments. The plant antioxidant system, which 
scavenges naturally occurring ROS, could act as a primary mechanism to alleviate 
the oxidative burden resulting from 0 3 exposure. So, non-enzymatic scavengers of 
ROS include a number of composts with high reducing potentials, such as ascorbic 
acid (AA, vitamin C), and a-tocopherol (vitamin E), ~-carotenes, polyamines and 
the tripeptide glutahione in its reduced form (GSH) [35]. Glutathione and ascorbic 
acid act in combination with enzymes such as ascorbate peroxidase (APX), 
dehydroascorbate reductase (DHAR) and glutathione reductase (GR) to modifY the 
state of cell's oxidation. The ascorbate-glutathione cycle (Halliwell-As ada pathway) 
is a cooperative defensive chloroplastic system, involving several protective agents 
(Figure 2): H20 2, generated from ROS metabolism, is converted to H20 at the 
expenses of NADPH. 

The role of GSH as an antioxidant may actually be multi fold: in addition to its 
function as substrate for the regeneration of AA, it could playa role in membrane 
stabilization by removing acylperoxides formed during lipid peroxidation [36]. 

Other well studied antioxidant enzymes are also known to playa crucial role in 
scavenging ROS. These include multiple forms (containing different metal 
cofactors, Cu/Zn, Mn or Fe) of superoxide dismutase (SOD), which convert O2'' into 

H20 2 (02" + O2 ' + 2H+ SOD) H20 2 + O2) at a rate 104 times higher than 
spontaneous dismutation; catalase and peroxidases, which further metabolize H20 2 

to H20. Catalase is primarily localized in the peroxisomes; isoforms of peroxidases 
and SOD are distributed through the cell and can be found in cytosolic (Cu/Zn 
SOD), mitochondrial (Mn SOD) and chloroplastic (Cu/Zn and/or Fe SOD) 
compartments. A detailed description of the antioxidant enzyme systems in higher 
plants is reported by Scandalios [25]. 

Contradictory results have so far been gathered on the role of the above 
mentioned mechanisms in providing resistance to 0 3• and many questions, relating to 
the enzyme scavenging hypothesis for protection against exogenous oxidants, have 
been left unanswered. Puzzling evidence indicates that increased, decreased and 
unaltered levels of these enzymes may constitute the response of plants to 0 3. The 
presence of several isoforms of scavengers and integration between different 
scavenging systems are required to counteract the action of ROS [37]. 
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Overexpression of native forms of SOD in transgenic plants has been achieved in 
several laboratories, with apparently contradictory results [38]. To understand these 
mechanisms, it is essential to identify the responsive genes and to investigate their 
structure, regulation, and expression. 

Ha//iwe//-Asada ptlthway 

Figure 2. The ascorbate-glutathione (Halliwell-Asada) pathway for neutralization of H20 2. 

Ascorbic acid reacts with H20 2 in the presence of ascorbate peroxidase. to form 
monodehydroascorbate (MDHA). Ascorbate can be regeneratedfrom MDHA directly by the 
action of mono de hydro ascorbate reductase, or by spontaneous disproportionation of MDHA 

into ascorbate and dehydroascorbate (DHA). Ascorbic acid is regeneratedfrom DHA in a 
reaction catalysed by dehydroascorbate reductase, where reduced glutathione is oxidized into 
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GSSG. GSH is regenerated in the presence ofNADPH by glutathione reductase. (after 
Sharma & Davis, 1997, [35]). 

Repair processes would involve the resynthesis of membrane components 
which have been injured as a consequence of the action of ROS. To date, the 
bioenergetics of these operations have not been fully understood [39]. 

The overall impact of 0 3 on plant physiology is complex. A possible 
relationship between the formation of ethylene and the sensitivity of plants to 0 3 

was described in 1971 [40]. This phytohormone is released in higher rates by those 
plants which are more sensitive. One standing hypothesis is based on the possibility 
that the reactions of ethylene with 0 3 initiate the formation of radicals which 
promote cell injury [41]. Polyamines have been reported as acting as radical 
scavengers that protect plants from 0 3 injury [42]. An additional positive role of 
theirs could be related to their antagonism against ethylene synthesis. 

It is also important to understand how 0 3 affects secondary metabolism in 
plants, with special reference to substances which are known to play an important 
role in the plant defence against pathogens (pathogenesis-related proteins, 
phytoalexins, cellular barriers, salicylic acid and other signal substances) [3,33,44]. 

5. GUILTY FINGERPRINTS 

Unlike other gases, 0 3 is not accumulated in the leaves and thus, after attack, there is 
no evidence of 'guilt'. Moreover, it does not have a radioactive isotope, so it is 
difficult to locate the initial point of attack in leaf tissues. In addition, the 
'symptomatological divergence' in 0 3 phytotoxicity is very wide and differs 
between broad-leaved plants and conifers and also among species. In some cases, 0 3 

symptoms are very similar to those induced by other causes: solar radiation may 
cause bronzing symptoms on bean, similar to those caused by 0 3; or 0 3 symptoms 
on tobacco plants are similar to those caused by phosphorus imbalance, and so on 
[45]. Thus, for the majority of plant species, the recognition of symptoms under field 
conditions is very difficult and therefore, special care must be exercised when 
diagnosing symptoms. The most commonly observed macroscopic and microscopic 
symptoms are described below. 

5.1. Macroscopic symptoms 

In broad-leaved plants, symptoms of 0 3 toxicity firstly appear on the adaxial foliar 
surface. This is due to the fact that palisade mesophyll cells are more sensitive to 0 3 

(and so collapse early) than the underlying spongy mesophyll cells. Necrotic spots 
occur only between the main veins. In severely injured leaves, spots may coalesce 
and eventually become bifacial. 
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Ontogenic factors modify the specific leaf sensitivity (Table I): the most 
sensitive leaves of a plant are those recently matured. Newly expanding or over
mature leaves are usually insensitive to 0 3. It has been found that, under ambient 
conditions, the leaves of Bel-W3 tobacco become sensitive after they reach 85-90% 
of their final full expansion size [46] and remain sensitive until the time when they 
become over-mature. If two leaves overlap, then the shaded leaf area does not 
exhibit injury ('shade effect'), due to reduced absorption of the toxic gas [47]. Late 
in the growing season, foliar injury may progress to leaf yellowing or premature 
senescence and defoliation. In conifer species, chlorotic mottle due to chronic 
exposure frequently appears in second-year and older needles. The macroscopic 
appearance of symptoms differs among species. Krupa et al. (1998) [45] have listed 
the several Orinduced symptoms for broad-leaved plants as follows: bleaching, 
small pale necrotic spots, usually limited to the adaxial surface, palisade being the 
main cellular target; flecking, small necrotic areas, metallic or brown, fading to tan, 
grey, or white; stippling, tiny punctate spots where a few palisade cells are dead or 
injured, which may be white, black, red or reddish-purple in colour; bronzing or 
pigmentation, reddish-brown to brown coloration of leaves due to phenolic pigment 
accumulation after chronic exposure to 0 3. 

In conifer species, acute 0 3 exposure symptoms have been described as 
banding, clear bands of chlorotic tissues developed across the needles; and tip burn, 
necrosis and dying of the tips of expanding young needles. Chronic exposure 
induces chlorotic mottling, small yellowing patches of injured tissues interspersed 
with green tissue of old needles and premature or early senescence leading to the 
needles shedding. Finally, the dominant symptom of chronic 0 3 exposure syndrome 
is early senescence, almost impossible to be diagnosed under field conditions. 

5.2. Microscopic symptoms 

Investigations of 0 3 induced symptoms, conducted by light, fluorescent, 
transmission and low temperature electron microscopy, have revealed certain 
underlying anatomical alterations. For instance, earlier studies have shown 0 3 

induced ultrastructural changes in birch (Betula pendula), including abnormal and 
spherically shaped chloroplasts, swelling and curling of thylacoid membranes, and 
increased density of stroma [48]. Recently, Giinthardt-Goerg et al. [49] have 
investigated the visible and microscopic injury in leaves of several deciduous tree 
species induced by current critical 0 3 levels in Switzerland. They observed that, in 
the Ortreated plants, the mesophyll cells collapsed earlier than epidermal cells. 
Also, collapsed single lower epidermal cells or groups of cells caused stippling. 
When mesophyll cells collapsed in groups, the visible light-green or red spots turned 
into necrotic spots. They also noticed an increased electron-density of cytoplasm, a 
darkened and reduced size of chloroplasts, smaller or missing starch grains, a 
reduction of thylakoid membranes, and increased number, size and electron lucidity 
of plastoglobuli in palisade cells. Moreover, the tonoplasts formed vesicles; the 
vascular content became inhomogenous; and some groups of cells appeared 
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"empty", plasmolysed, their walls invaginated, cell content condensed, disintegrated 
and finally collapsed. Earlier studies also reported reduced mesophyll starch 
formation with increasing 0 3 injury and the accumulation of starches along small 
leaf veins [50]. 

5.3. Secondary effects 

In addition to direct primary negative effects, pollutants may induce secondary 
effects in plants. This is the case of the impairment of defences against other stress 
factors (e.g. parasitism by fungi and insects, frost, drought), a phenomenon often 
observed in plants exposed to 0 3 [51, 52]. Because of the reduced vitality 
consequent to exposure to the pollutant gas plants can become more susceptible to 
pathogens. For instance, it has been reported that 0 3 can increase the susceptibility 
of pine seedlings to root-rot pathogens [53]. However, the interactive effect of 0 3 

and fungi is rather complex and depends on fungi and host plant species, 0 3 levels 
and other interplaying factors. It has been reported, for instance, that powdery 
mildew (Sphaerotheca fuliginea) was severe on bottle gourd (Lagenaria siceraria) 
grown in areas polluted with mild levels of 0 3 «50 ppb) whereas, at 100 ppb 0 3 or 
more, the disease was suppressed [54]. The fungus infection partially protected the 
plants from injury by 0 3 at 200 ppb. 

5.4. Plant protectors against ozone 

Substances like EDU (ethylen-diurea) and some systemic fungicides like benomyl 
(methyl 1-(butylcarbamoyl)-2-benzimidazolecarbamate), have been found to lessen 
the adverse visible impact of 0 3 on plants, even if the intimate bases of the 
interactions are still a matter of debate [55, 56]. Moreover, a number of 
agrochemicals such as other fungicides and herbicides have been shown to possess 
somewhat antiozonant properties. It has been reported, for instance, that two modem 
fungicides (azoxystrobin and epoxiconazole) may reduce the impact of 0 3 on barley 
by enhancing the plant antioxidant systems (increasing the activities of superoxide 
dismutase, catalase, ascorbate-peroxidase and glutathione reductase) [57]. However, 
economic and ecological reasons do not allow a routine application of chemicals to 
alleviate the effects induced by 0 3 on plants. Some of them may playa certain role 
in diagnosing and evaluating the yield effects of the presence of the pollutant, by 
comparing treated and untreated plants. 

6. SURVEYING WHAT IS SUSPECT 

Studies of the 0 3 pollution effects on plants may adopt two major approaches. In the 
first, the ambient concentrations of 0 3 are monitored and their possible effects on 
plants can be estimated, provided that a relationship between exposure and plant 
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injury is already known. In the second approach, 0 3 presence IS detected with 
bioindicator plants. 

6.1. Instrumental monitoring 

Several physical and chemical methods have been developed for the measurement of 
0 3 concentrations, and very sophisticated techniques with semiautomatic or fully 
automatic apparatuses (automatic 0 3 analysers, electronic 0 3 sensors) are available. 
Passive samplers are also used. In an attempt to quantify the relationship between 
exposure to 0 3 and plant response, several exposure-response functions have been 
considered. These functions relate a measure of exposure with a measure of 
response. The most common measure of exposure is "dose", defined as the product 
of 0 3 concentrations in the organism, and the duration of exposure. The most 
frequently used surrogate measure of internal 0 3 concentration is the ambient 
concentration. As a measure of response the final biomass production or the yield 
are usually used. Many investigations have shown that the 0 3 dose is not sufficient 
enough to describe the exposure-response relationship. It has been found that the 
potential of 0 3 dose is non-linear; for the same dose, a higher 0 3 concentration for a 
shorter duration (acute exposure) is more effective than a lower 0 3 concentration for 
a longer exposure (chronic exposure). 

European and American groups have proposed and tested a large number of 
alternative exposure indices, related to the biological response to 0 3, and 
relationships to translate yield change into economic effects [58, 59]. The most 
modem is the 'Accumulated exposure Over the Threshold of 40 ppb', the so-called 
'AOT40' index, which is calculated as the sum of the differences between the hourly 
0 3 concentrations in ppb and 40 ppb for each hour when the concentration exceeds 
this threshold. It has been found that AOT40s calculated for a given period of time 
give the best agreement between 0 3 levels and effects on crops [60]. Only exposure 
during the daytime (i.e. solar radiation at least 50 Wm-2) is evaluated, due to the 
necessity for 0 3 to enter the plant through open stomata; for the majority of plants, 
stomata closed during the night. The 'critical level' concept, which refers to the 
exposure that significantly impairs the quantitative performance of the biological 
targets, has been set up. Nowadays, an AOT40 of 3 ppmh for 3-months exposure is 
regarded as the critical level for crop plants and for natural vegetation; while for 
forest plants, a value of 10 ppmh on a 6-month span is assumed. For example, in 
Pisa (Central Italy, 100,000 inhabitants, about 50,000 circulating vehicles) the 
weekly AOT40 burden, during a typical summer, is about I ppmh. 

The weak point of all exposure indices proposed is that they do not incorporate 
the interactive effects of concurrent exposure to other stresses like drought, high or 
low temperature, relative humidity, direct sunlight, UV radiation, other pollutants, 
etc., which should also be considered in evaluating the exposure-response 
relationship [61]. Besides, other factors, like genetical traits of plants and agronomic 
practices are not considered. Moreover, the indices based on 0 3 concentration, 
despite providing useful information about the potential phytotoxicity of ambient 0 3, 
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could not be easily put into agronomic practice, due to their disadvantages: 
expensive infrastructure, need of electricity and technical support, and advanced 
knowledge. These disadvantages make the indices undesirable for growers and 
policy makers who need specific information about the risk of the species cultivated 
and the agronomic measures necessary to minimize loss of income. 

6.2. Ozone phytodetection 

Some alternative methods have been developed for local evaluation of 0 3 

phytotoxicity, based on the use of 0 3 detection by bioindicator plants, exhibiting 
distinct symptoms following 0 3 exposure. (We introduce the word 
"phytodetection". for the first time here. to describe the use of higher plants 
(bioindicators or phytodetectors) in detecting 0 3 occurrence at potentially 
phytotoxic levels. instead of the word "biomonitoring" which is extensively used but 
whose meaning is wider and less specific). The Bel-W3 tobacco variety is used 
world wide for ozone phytodetection [47] (Figure 3). The sensitivity threshold of 
this variety is about 40-45 ppb of exposure for a few hours. The extent of symptoms 
- visually estimated as the percentage of leaf area showing necrosis - may be 
correlated with the actual levels of the pollutant. 

Figure 3: A leaf of tobacco variety Bel-W3. a super-sensitive plant worldwide utilised as 
a bioindicator of ground-level ozone distribution; the picture has been taken after a 7 -day 

exposure of the plant at ambient air in Pisa. Italy. 
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A more complete 0 3 protocol includes two more tobacco varieties: Bel-B (of 
intermediate sensitivity) and Bel-C (resistant). Potted and well watered plants of 
Bel-W3 or of all three varieties have been used in many studies to indicate 
potentially phytotoxic 0 3 levels. Lorenzini [62] suggested the use of miniaturized 
kits with Bel-W3 seedlings instead of adult plants, as a simple but very sensitive and 
reliable method in large scale integrated monitoring campaigns [63]. Design details 
of this method are given by Lorenzini [62]. In summary, seedlings of Bel-W3 and 
Bel-B are grown in tissue culture plates in an 03-free environment before being 
transplanted to the monitoring sites for 7-days' exposure. The percentage of the area 
of cotyledons and first leaves showing 0 3 induced symptoms is assessed visually, by 
comparison with spot standards. The application of this simple and cost effective 
method is recommended for 0 3 detection in large areas and has been adopted in 
some European countries. 

An alternative technique, suggested by Heagle et al. [64], is the use of two 
clones of white clover (Trifolium repens cv. Regal), one sensitive and one resistant 
to 0 3, in terms of biomass production. The ratio of the above-ground biomass of the 
sensitive clone to that of the resistant one, produced over 28 days, could be used as 
an index of 0 3 harmful effect. This index has the advantage of quantitatively 
estimating the yield loss in clover due to 0 3, avoiding risks of subjective evaluation 
of symptom severity and providing a reliable indication of the effects of pollution on 
crop yield. 

7. ITS MEDITERRANEAN TEMPERAMENT 

All the above mentioned techniques have been used in the assessment of 0 3 threat in 
agricultural areas in several countries. The most widely used technique, in network 
schemes for the investigation of 0 3 distribution countrywide, is the phytodetection 
with Bel-W3 potted plants, often coupled with instrumental recording of 0 3 

concentrations. A characteristic example is the Dutch National Monitoring Network 
[65], which has shown that ambient 0 3 levels are high enough to affect plants and 
reduce the yield of several field-grown crops in The Netherlands. Tonneijck and 
Van Dijk [66], using subterranean clover, revealed a persistent phytotoxic 0 3 

occurrence in four rural areas, over the growing seasons 1994-96. A recent survey of 
spatial distribution of rural 0 3 in the U.K. has indicated that the critical levels for 
crop and semi-natural vegetation is exceeded in over 71 % of the countryside; for 
forests, the critical level are exceeded in over 8% [11]. Phytotoxic 0 3 levels have 
also been detected in Switzerland [49, 67], India [55], Ukraine [68], Egypt [69] and 
several other countries. Investigations conducted through Europe, in the framework 
of the UN-ECE (United Nation Economic Commission for Europe; Convention on 
Long-Range Transboundary Air Pollution) and the European Open-Top Chamber 
projects, have shown that 0 3 occurs over the entire continent, showing higher 
phytotoxicity in the southern European (Mediterranean) countries [41, 70]. There is 
growing evidence that in many rural areas in Spain, Italy and Greece, ambient levels 
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of 0 3 during growing season, often exceed substantially the UN-ECE critical levels 
for the protection of vegetation [71, 72, 73, 74, 75, 76]. 

Spanish researchers assert that few areas of Europe are at greater risk from 0 3 

than Catalunya, Valencia, Murcia and Almera [73]. Using open-top chambers and 
enclosed ambient air control plots, they investigated the impact of photochemical 
oxidants (primarily ambient 0 3) on the yield and physiological characteristics of a 
watermelon commercial cultivar, widely grown in a rural site in Eastern Spain. They 
observed that plants exposed to ambient air developed visible symptoms 
characteristic of 0 3 injury, similar to those recorded in commercial watermelon 
fields in other parts of Eastern Spain [77, 78, 79]. 

In Italy, since 1992, the results of a wide co-ordinated research programme, 
using open-top chambers and bioindicator plants, have suggested that photochemical 
air pollution was widespread at the regional level in northern and central parts of the 
countryside, at levels well above the threshold for phytotoxicity, with 0 3 being the 
most important gas [80]; southern areas were not covered by the investigation, but 
the problem is likely to be even more severe there. Lorenzini et al. [81] using 
transportable miniaturised kits with Bel-W3 seedlings, monitored phytotoxic 0 3 

levels over Tuscany. This method was also successfully used to demonstrate a long
distance transport of 0 3, across a wide geographical area over a land-sea transect in 
Italy [71]. Nali et el. [82] conducted a surface 0 3 monitoring in Florence, integrated 
with a phytodetection campaign with Bel-W3 and Bel-B plants, and concluded that 
the values observed are sufficient to reduce significantly the quantitative and 
qualitative vigour of vegetation. It has also been estimated that the yield loss 
attributable to 0 3, in some key crop species in the Florence district, varied from 8% 
for com and alfalfa to 27% for soybean [83]. 

In Greece, a Mediterranean country where a high risk of 0 3 injury is plausibly 
expected, the number of studies concerning effects of air pollution on plants is quite 
limited [25, 84, 85, 86]. Ozone levels have been continually monitored for many 
years in Athens and recently also in some suburban regions [87]. However, few data 
on air quality are so far available to confirm the occurrence of 0 3 phytotoxic 
episodes in rural areas. High rural 0 3 levels, up to 70 ppb, have been recorded at 
Messorougion-Achaia [88] and at Finokalia-Crete (130 m altitude) [89]. Velissariou 
et al. [72] reported that phytotoxic concentrations of 0 3 occurred throughout Attica, 
within a 75 km radius around the city of Athens. Saitanis and Karandinos [75], who 
conducted a countrywide pilot investigation using Bel-W3 potted plants, reported 
typical Orinduced phytotoxic symptoms. They also recorded potentially phytotoxic 
0 3 levels (high AOT40s) at three rural sites of Corinth (to the west of Athens) and 
ascertained symptoms on Bel-W3 indicator plants at 11 sites across the agricultural 
area of Corinth [90] and at 28 sites on Mt Pelion (a forest of particular natural 
beauty) and in the surrounding area [76]. They also observed symptoms on other 
cultivated plant species, mainly on grapevines. Fumagalli et al. [74] went over a 
great deal of "peer-reviewed" and "grey" literature and reported a list of 25 
commercial agricultural and horticultural crops in the Mediterranean basin which 
have been reported to be macroscopically injured by 0 3, many of them in Greece 
(Table 2). Among these, watermelon, pepper, onion, spinach, lettuce, grapevine, 
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com, tobacco and wheat are included. All these reports suggest that, in the 
Mediterranean basin, 0 3 is not simply an imminent enemy: it is present and diffuse. 

Table 2. List of plant species known to have varieties or clones sensitive to ozone. For 
those with an asterisk, there are reports of evidence of visible injury in commercial 

cultivations in Mediterranean countries [74J 

Crops 
Allium cepa (Onion)* 

Arachis hypogea (Peanut)* 
Avena sativa (Oat) 
Beta vulgaris (Red beetroot)* 
Citrullus lanatus (Watermelon)* 
Cynara scolymus (Artichoke) 
Glycine max (Soybean)* 

Gossypium hirsutum (Cotton)* 
Hordeum vulgaris (Barley) 

Lactuca sativa (Lettuce) * 
Lycopersicon esculentum (Tomato)* 
Medicago sativa (Alfalfa) 
Nicotiana tabacum (Tobacco) * 
Petunia hybrida (petunia) 
Phaseolus vulgaris (Bean)* 
Poa annua (Annual blue grass) 
Populus tremuloides (Quaking Aspen) 
Raphanus sativus (Radish)* 

Solanum tuberosum (Potato) * 
Spinacea olearacea (Spinach)* 
Trifolium alexandrinum* 
Trifolium repens (White c1over)* 
Trifolium subterraneum (Subterraneum Clover) 
Triticum aestivum (Wheat)* 
Vitis vinifera (Grapevine)* 

Zea mays (Maize) * 
Native Species 
Coriandrum sativum (Coriander) 
Urtica spp. (Nettle) 

Woody species 
Ailanthus altissima (Ailanthus) 
Amelanchier alnifolia (Saskatoon 
Serviceberry) 
Fraxinus americana (White Ash) 
Fraxinus pennsylvanica (Green Ash) 
Juglans regia (Walnut) 
Larix decidua ( European Larch) 
Liriodedron tulipifera (Tulip-tree) 
Rhododendron kaempferi (Hinodegiri 
Azalea) 
Rhododendron kurume (Snow Azalea) 
Rhododendron poukhanensis (Korean 
Azalea) 
Pinus banksiana (Jack Pine) 
Pinus jeffreyi (Jeffrey Pine) 
Pinus nigra (Austrian Pine) 
Pinus ponderosa (Ponderosa Pine) 
Pinus radiata (Monterey Pine) 
Pinus strobus (White Pine) 
Pinus taeda (Loblolly Pine) 
Pinus virginiana (Virginia Pine) 
Platanus occidentalis (American 
Sycamore) 
Prunus serotina (Black Cherry) 
Quercus alba (White Oak) 
Quercus gambelii (Gambel Oak) 
Rhus aromatica (Fragrant Sumac) 
Rubus spp. (Blackberry) 
Salix babylonica (Weeping Willow) 
Sorbus aucupatia (European Mountain 
Ash) 
Spirea vanhoutii (Bridal Wreath) 
Symphoricarpos alba (Snowberry Alba) 
Syringa chinensis (Chinese Lilac) 
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8. HOW MUCH DOES THIS GAME COST? 

There is no doubt that plant vigour is reduced by long-term exposure to commonly 
occurring 0 3 levels. So far, there is little evidence concerning the impact of 0 3 on 
the quality of plant derivatives (e.g. on nutritional value), and only quantitative 
aspects will be considered here. Unfortunately, our knowledge in the field is very 
sparse. Dose-response functions are not easily derived in the case of 0 3 under 
typical field conditions, due to the multitude of interacting factors. The scaling up of 
experimental results from young individuals to adult plants, from single individuals 
to communities, from one species (and a cultivar) to another is virtually impossible. 
In addition, the results coming from experiments carried out under laboratory 
conditions may not be fully representative of what happens under field conditions. 

The accurate estimation of crop yield loss is essential to produce useful 
evaluations of the economic impact of pollutants. A number of experimental 
approaches have been used to assess the impacts of chronic 0 3 exposure and crop 
response. Among these, the open-top chambers method has been widely used for 
many years [91]. Long-term studies performed in the U.S.A., in the framework of 
the National Crop Loss Assessment Network (NCLAN) project, have estimated the 
crop loss from air pollutants [92]. Murphy et al. [93] estimated that, for the U.S.A., 
the benefits to the agricultural sector gained from completely eliminating 0 3 

precursor emissions from vehicles would range between $ 3.5 - 6.1 billion annually. 
In a similar attempt, European researchers established a network of Open Top 

Chambers in which two key species, wheat for crops and beech for forest plants 
[70], were used. As depicted in Figure 4, significant yield and biomass reductions 
were found to be associated with realistic exposures to 0 3. Unfortunately, relevant 
data are only available for very few plants and the data base is too small to derive 
meaningful and reliable effective dose-yield response relationships [94]. 

Experiments conducted in Northern Italy [95], based on the Open-Top 
Chambers exposure technique, showed the relevant beneficial effect of filtering 
ambient air on the productivity of several crops (barley, bean, radish, pumpkin and 
wheat) when 0 3 was the prevalent air pollutant. 

This biological information should be coupled with statistical data relevant to 
the distribution of agricultural species and to economic input related to market 
prices, to establish the true monetary impact of 0 3 pollution on plants [96]. This 
approach, however, should also take into account some basic economic laws to 
recognize the actual economic victim of pollution, which will probably be the 
consumer and not the producer (if the supply of products is reduced because of 
pollution, yet demand is inelastic, prices rise). 

9. WHAT NEXT? 

The main air pollutant in most areas is 0 3, and its importance will increase in the 
near future, due the global growing trend in motorization, the major source of its 
precursors (i.e. nitrogen oxides and hydrocarbons). In view of the harmful effects of 
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Figure 4. Exposure-response relationships for ozone expressed as AOT40 and relative 
grain yield in wheat (3-month exposure), and for biomass production in beech (6-month 

exposure) (redrawn from Karenlampi and Skarby, 1996 [70)). 

air pollution of the troposphere, the European Council adopted a specific Directive 
on 0 3 pollution (Directive 2002/31EC, 12 February 2002). According to this 
directive, the threshold target AOT40 values of 0 3 concentrations, for the protection 
of vegetation, (calculated from 1 h values from May to July) has been set at 9,000 
ppb'h (about 18,000 flgm-3 h) as an average over five years; the long-term objective 
(to be reached within 2020) has been fixed at 3,000 ppb'h (about 6,000 flgm-3 h). 

Many investigations have shown that 0 3 concentrations regularly exceed these 
thresholds in urban and suburban areas across Europe and probably also in most 
rural areas. Moreover, the 0 3 surface measurements available for Europe suggest an 
upward 0 3 trend of about 5-20% per decade [43]. So, plants will have to cope with 
increasing levels of 0 3 even in the developing countries. 

Furthermore, the effects of this pollutant on the plant defence system allow us to 
imagine that 0 3 may be regarded as a new experimental tool for studying plants' 
response to oxidative stress. In addition, as topics arising from oxygen activation 
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and its toxicity in plant, animal and microbiological systems [97] are related, the 
study of the intimate bases of the Orplant interactions may be regarded as a 
powerful tool in investigations of the biological role of oxygen radicals. 

Life-long exposure to sub-lethal levels of 0 3 will become a common-<:ondition 
for our plants. This pollutant will pose a critical threat and a challenging problem to 
world food, fibre and timber production and conservation of natural plant 
communities, including their species diversity. In these terms, plant pathology will 
face new features as in human medicine: here 'classical' pathogens (historical 
infectious causal agents of diseases) have been flanked and often surpassed in 
importance by 'new type disorders', linked to agents with a low intrinsic causal 
potential, but able to interfere with the normal physiology of the host, to reduce its 
defensive mechanisms against other stress factors, to induce a subtle pathological 
condition, where a 'cause-effect' relationship is hard to be established. In other 
terms, 0 3 is candidate to become an omnipresent risk factor for plant life, even in the 
developing countries. 

A detailed analysis of the phytopathological and ecological roles of tropospheric 
0 3 could help to better understand its overall impact in terms of 'costs vs. benefits'. 
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